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Abstract: To determine and to understand the working of loan systems for the cause of Loan Prediction 

using the demographic information of various factors that combine to form the nature of the approval using 

algorithms and concepts of Machine Learning and ultimately deploying this model on Cloud Based 

Platforms. Machine learning being aided by Cloud services are progressively seeing immense growth in the 

industry as they have benefits of Scalability, Affordability and easy use of models on systems as and when 

required. Therefore datasets are designed, automated and put under testing and training. The major aim of 

this project is to predict which of the customers will have their loan paid or not using prominent algorithms 

like Decision Tree, Logistic Regression and Random Forest. Logistic Regression Confusion matrix analysis 

is relatively in accordance to Decision Tree and Random Forest algorithm helping us attain an accuracy of 

86% with minimum error.  
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I. INTRODUCTION 

The impact of emerging computing techniques together with an increasing dimension of large datasets and the 

availability of more and more performing and accessible computing resources is transforming many research areas [1]. 

A huge amount of our lives is dominated and driven by machine learning algorithms. These algorithms are now used in 

nearly every field to build models that can predict future events with an compelling level of reliability [2], [3]. Most of 

those algorithms and models are cloud-based. 

Artificial intelligence and machine learning algorithms [4], [5] are the forces driving social media, marketing, customer 

support, fraud detection, business intelligence, and pretty much every movie and music recommendation we see every 

day. 

We’re collecting and accumulating data at massive and unmanageable rates. Businesses collect website clicks, social 

media interactions, credit card transactions, GPS trails, and on and on and on. But it’s almost impossible for most 

companies to process all of this information and use it in any kind of meaningful way. For a long time, machine 

learning models [6] were simply out of reach for most businesses. The costs alone made them prohibitive. Even if a 

business could afford to implement one, it probably didn’t have anyone on hand who could design a model and interpret 

the results. Cloud-based machine learning solutions have changed that. Relatively speaking, they’re cheap to operate 

and often come with prebuilt solutions to complex problems. 

One of the biggest advantages of cloud-based machine learning [7], [8] is that it gives organizations access to 

highperformance infrastructure that they couldn’t afford (or properly use) on their own. ML applications require a ton 

of processing power. That’s traditionally been very expensive! Now, many organizations use systems that rely on GPUs 

to handle ML workloads. It’s much more affordable to rent access to these systems in the cloud than to purchase them 

outright. 

 

A. Objectives and Methodology 

The idea of this project is to construct understand and implement the workings of a machine learning application on a 

Cloud based platform. In this project, different common language preparing strategies and AI calculation to group 
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credit information utilizing the library from python are utilized and is actualized utilizing python programming 

language. Perusing the train, test and approval information records and playing out some pre-handling. Preparing 

information will be pre-handled and includes are closed. These pre-handled preparing information and highlights are 

exposed to AI calculation, from which the best appropriate calculation is utilized to fabricate the model like choice tree, 

strategic relapse. Last characterization model is manufacture and likelihood of bogus and truth can be identified in the 

yield. 

 

II. LITERATURE REVIEW 

There are numerous fields where data mining can be used in financial industries such as customer segmentation and 

profitability, applicants for high-risk loans, predicting default payments, promotions, collateral monitoring, rating 

assets, irregular sales, managing stock holdings, cash management and estimating activities, most profitable clients with 

credit cards and cross-selling [9]. Data mining plays a vital role in the management of transaction data and customer 

profile in banking. From that, a user can make an accurate decision using data mining techniques [10]. A data mining 

technique produces a lot of patterns and rules, typically. Among those rules created should be selected beneficial and 

interesting [11]. One great example is the credit scoring which aims to divide the applicants into two categories-good 

credit applicants and poor credit applicants. The former class has excellent chances of repaying financial commitments, 

and the others have high defaulting risks [12]. At the same time, the return engagement with the right judgment about 

credit risk is high. It would also be particularly beneficial to see some progress in creating a credible distinction 

between those who are willing to repay the loan and those who are not [13]. The general principle of credit appraisal is 

to associate a customer's attributes or qualities with other past borrowers, whose debts they have already paid off. And 

credit rating is also used to evaluate a list of previous clients and differentiate current and potential credit clients [14]. 

People who cannot pay back the amount of their loan are considered defaulters. Unforeseen economic conditions may 

increase the number of defaulters for such years, which in turn may increase the financial institutions' losses. This has a 

negative impact not only on the institutes but also on the credit record of the client and potential financial stability. 

Given the increase in default rates, keeping track of the vulnerability of default is critical for both the good of banks and 

customers [15]. 

One of the common tools used today in data mining is Weka. The Weka facilitates these traditional data mining 

functions in the pre-processing, classification, clustering, association, regression and feature selection phases [16]. It 

also provides a visualization tool [17]. And it is useful in learning basic machine learning principles with various 

options and in analyzing the output being generated [18]. 

Classification algorithm should also be considered, and it is used to forecast any result depends on a given data. The 

algorithm generates a training set that includes a collection of attributes and the corresponding outcome, usually 

referred to as the target or prediction attribute. The algorithm aims to discover relationships between the attributes that 

would require predicting the result [19]. 

 

III. ARCHITECTURE OF LOAN PREDICTION 

The architecture of loan prediction model is shown in figure 

It consists of following main blocks. 

 INPUT: The principle feature of this credit validity B. forecast framework is that it utilizes choice tree, 

calculated relapse enlistment information mining calculation to sift through the advance solicitations. A choice 

tree is created by preforming information mining on a current bank dataset containing 4520 records and 17 

properties. 

 DATA PREPROCESSING: At first the ascribes which are basic to make a credit believability forecast is 

related to data gain as the property evaluator and ranker as the hunt technique. Manual pre-handling is likewise 

performed. 

 DATA FILTERING: Last dataset after pre-handling is partitioned so that there is 66% preparing set and 34% 

test set. Test set is utilized to approve the conclusive outcome of the performed. 

 DECISION TREE ALGORITHM: [20], [21] A productive choice tree is detailed with choice tree enlistment 

calculation. It delivers a model with the most pertinent 6 property. Characteristic with rank-1 is put as the root 
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hub of the choice tree, different credits from rank-2 to rank-6 comprise the moderate hubs. A choice is made at 

every hub and the leaf hub gives us the conclusive outcome. That is, on the off chance that the client have the 

base advance reimbursement limit, at that point the future dangers can be maintained a strategic distance from. 

The principle advantage of applying information mining is that we can generally depend on the aftereffect of 

the calculation to acknowledge or dismiss the advance application. 

 LOGISTIC REGRESSION: [22]–[24] This is a measurable model that in its essential structure utilizes a 

strategic capacity to show a double reliant variable, albeit a lot increasingly complex expansion exists. In 

relapse examination, strategic relapse is assessing the parameters of a calculated model. 

 
Fig. 1. Architecture of loan Prediction 

 

A  Flowchart 

Flowchart of the loan prediction model is shown in figure 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Flowchart of loan Prediction model 

Algorithm 

Step1 : Start 

Step2 : Recording the loan data(ID, married, loan amount, education Etc.) 
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Step3: Collecting the dataset from the loan recorded. Step4: the data is trained. 

Step 5: Decision tree (taken to predict the target node), then from the target node we are predicting the loan approval 

based on the logistic regression (this is a basic form uses a logistic function to model a binary dependent variable).  

Step 6 : the data is tested 

 

IV. RESULTS AND DISCUSSION 

In this project we are dividing the given data into train and test data. Using machine learning algorithm like decision 

tree and logistic regression we are training the data. Based on the train data, the test data is tested, were this predicts the 

loan status for all the given dataset 

Based on the accuracy score the model [25] is build in such a way that it predicts for the individual data. The output is 

in the form of 0 and 1(binary form), were ‘1’ indicates that loan is approved and ‘0’ for loan rejected 

 

Fig. 3. Accuracy score 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4.Graph betweeen Gender and Married 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Graph between Gender and Education 
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Fig. 6. Graph between Married and Credit_History 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Graph between Credit_History and Property_Area 

 
Fig. 8. Loan Status for all the Dataset 

 
Fig. 9. Loan Status for an Individual Data 

 

V. CONCLUSION 

This application can help banks in anticipating the fate of credit and its status and relies upon that they can make a 

move in introductory long periods of advance. Utilizing this application banks can diminish the quantity of awful 

advances from bringing about cut off misfortunes. A few AI calculations and bundles were utilized to set up the 

information and to fabricate the arrangement model. AI bundle libraries help in fruitful information examination and 

highlight determination. Utilizing this technique bank can without much of a stretch distinguish the necessary data from 

immense measure of informational collections and aides in fruitful advance forecast to diminish the quantity of awful 

credit issues. Information mining strategies are helpful to the financial part for better focusing on and procuring new 

clients, most significant client maintenance, programmed credit endorsement which is utilized for extortion avoidance, 
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misrepresentation identification progressively, giving section based item, investigation of the client, exchange designs 

after some time for better maintenance and relationship, hazard the executives and showcasing. 
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