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Abstract: Using predictive modelling, the "Multiple Disease Prediction System" foretells the user's 

sickness depending on the symptoms are supplied as input to the system. The system evaluates the user's 

symptoms as input and outputs the likelihood that the disease will occur. The Random Forest Classifier is 

used for prediction, and Deep Learning Models for Diabetes, Heart Disease and Parkinson's Disease. This 

method is more accurate and a construction of a web application for prediction system is done. 
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I. INTRODUCTION 

Anyone who is currently ill must see a doctor, which is both time consuming and costly. Because the sickness cannot be 

identified, it might also be challenging for the user if it is out of reach of doctors and hospitals. So, if the following 

treatment can be performed using automated software that saves time and money, it may be better for the patient and 

make the process move more smoothly. Other Multiple Disease Prediction Systems examine the patient's risk level 

using data mining approaches. ailment Predictor is a web-based application that predicts a user's ailment based on their 

symptoms. For the Disease Prediction system, data sets from several health-related websites were acquired.Using 

condition Predictor, the customer will be able to predict the possibility of a condition based on the symptoms provided. 

People are constantly eager to learn new things, especially as the use of the internet expands by the day. When a 

problem arises, individuals frequently want to search it up on the internet. Hospitals and physicians have less internet 

connectivity than the general public. People who are plagued with a sickness do not have many options. As a result, 

people may benefit from this system. Chronic illness is a disease that lasts for an extended period or takes a long time to 

heal, and many chronic diseases cannot be cured but must be managed daily India, like all other countries, is 

undergoing substantial social and economic changes, which is leading to an increase in the prevalence of cardiovascular 

disease. Many established, developing, and developing countries, including India, are coping with a wide spectrum of 

chronic diseases, particularly cardiovascular disease, which has major implications for global health, security, and the 

economy. The world's growing urbanisation and economic progress have resulted in a diverse spectrum of lifestyles. 

Chronic diseases are now an issue in all countries, affecting one-third of the population in each. Chronic disease 

treatment is more expensive, and it is challenging on the sick. A vast number of chronic disease datasets are collected 

and processed in the medical area, and data mining aids in disease early detection. The most expensive diseases to 

diagnose include heart disease, diabetes, and Parkinson's disease.  

Offering the finest quality services to all patients is a huge difficulty in the medical or healthcare industry, and only 

those who can afford it may profit from it. There is a tremendous amount of healthcare data available that is not being 

mined in a more efficient and dependable manner to unearth hidden knowledge for effective decision-making. To 

diagnose chronic diseases early, the suggested system leverages data mining approaches. Machine learning is the 

process of teaching computers to improve their output based on past data or examples. Machine learning is the study of 

computer systems that learn from data and experience. The machine learning algorithm has two stages: training and 

testing. Prediction of a disease based on the patient's symptoms and medical history for decades, machine learning has 
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been a stumbling barrier. In the medical sector, Machine Learning technology provides a strong venue for rapidly 

resolving healthcare challenges. 

 

II. RESEARCH OBJECTIVE 

There is a need to explore and build a system that would allow end users to forecast chronic diseases without needing to 

consult a physician or doctor. Identifying various diseases by studying patients' symptoms and employing various 

Machine Learning Models approaches. There is no standard process for dealing with text and structured data. The 

proposed approach would consider both organised and unstructured data. Machine Learning can enhance forecast 

accuracy. 

 

III. LITERATURE REVIEW 

Diabetes is a chronic metabolic disorder that affects millions of people in India. According to the International Diabetes 

Federation, India had 77 million adults (aged 20-79 years) living with diabetes in 2019, and this number is projected to 

rise to 134 million by 2045 [1]. Literature on diabetes in India indicates that there are various risk factors that can 

contribute to the development of this disease, including obesity, physical inactivity, and genetics [2]. In addition to 

these risk factors, the prevalence of diabetes is also associated with socioeconomic status, age, and ethnicity in India 

[3]. The management of diabetes in India involves lifestyle changes such as diet and exercise, along with medications 

such as metformin and insulin [4]. In recent years, research in India has also focused on the use of traditional Indian 

medicines, such as Ayurveda, to manage diabetes [5]. These therapies hold promise for the treatment of diabetes in 

India, where traditional medicine plays an important role in healthcare. Heart disease is another chronic disease that 

affects millions of people in India. According to the Indian Heart Association, cardiovascular disease CVD is the 

leading cause of death in India, responsible for 28% of all deaths [6]. Literature on heart disease in India indicates that 

there are several risk factors that can contribute to its development, including smoking, high blood pressure, and high 

cholesterol [7]. In addition to these risk factors, the prevalence of heart disease is also associated with age, sex, and 

genetics in India [8]. The management of heart disease in India involves lifestyle changes such as diet and exercise, 

along with medications such as statins and antiplatelet drugs [9]. In recent years, research in India has also focused on 

the use of traditional Indian medicines, such as Ayurveda, to manage heart disease [10]. These therapies hold promise 

for the treatment of heart disease in India, where traditional medicine is an integral part of the healthcare system. 

Parkinson's disease is a progressive neurological disorder that affects millions of people in India. According to a study 

published in the Journal of Parkinson's Disease, the prevalence of Parkinson's disease in India is 39.4 per 100,000 

population [11]. Literature on Parkinson's disease in India indicates that there are several risk factors that can contribute 

to its development, including genetics, environmental factors, and aging [12]. In addition to these risk factors, the 

prevalence of Parkinson's disease is also associated with sex, with men being more likely to develop the disease than 

women in India [13]. The management of Parkinson's disease in India involves medications such as levodopa and 

dopamine agonists, along with physical therapy and deep brain stimulation [14]. In recent years, research in India has 

also focused on the use of traditional Indian medicines, such as Ayurveda, to manage Parkinson's disease [15]. These 

therapies hold promise for the treatment of Parkinson's disease in India, where traditional medicine is an important part 

of the healthcare system. 

This research paper was written by Emad Naushad, Bhavishya Raj, Arpit Nirvan andVrinda Sachdeva to provide a 

survey of existing techniques of information discovery in databases using data mining techniques that are used in 

today's medical research, specifically in Multiple Disease Prediction. Several experiments have been carried out to 

compare the performance of predictive modelling techniques on the same dataset, and the results show that Decision 

Tree outperforms, with Bayesian classification having comparable accuracy to Decision Tree in some cases, but other 

predictive approaches such as SVM, Logistic Regression, and Classification based on Clustering underperform.  

A study was conducted to predict heart diseases using the Decision Tree Algorithm, in which the consumer provides 

data that is compared to a qualified set of values. As a result of this study, patients were able to provide basic 

information that was compared to data, and heart disease was expected.Also, analysis of the various types of heart-

related problems using medical data mining techniques such as association rule mining, grouping, and clustering I. The 

aim of a decision tree is to show any possible outcome of a decision. To achieve the best result, various rules are 
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devised. The criteria used in this study were age, sex, smoking, being overweight, drinking alcohol, blood sugar, heart 

rate, and blood pressure.  

 

Architecture Diagram 

Work Flow Diagram 

 

4.1 Data Collection 

Data collection has been done from the internet to identify the disease here the real symptoms of the disease are 

collected i.e., no dummy values are entered. The symptoms of the disease are collected from different health

websites.  
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IV. PROPOSED SYSTEM 

Fig.1. Architecture Diagram 

  

Fig.2.Work Flow Diagram 

Data collection has been done from the internet to identify the disease here the real symptoms of the disease are 

collected i.e., no dummy values are entered. The symptoms of the disease are collected from different health
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4.2 Data Pre-Processing 

Before feeding the data into the Prediction model, following data cleaning and pre

Checking null values and filling using forward fill method 

 

4.3 Building Model 

 Converting data into different cases 

 Standardizing the data using mean and standard deviation 

 Splitting the dataset into training and testing sets 

Many methods are used to perform data mining. Machine learning is one of the approaches. Random forest Machine 

learning strategies include grouping, clustering, summarization, and many others. Since classification techniques are 

used in this project, classification is one of the data mining processes in this phase of categorical data classification. 

And this step is divided into two phases: training and testing. In the training phase, predetermined data and associated 

class labels are used for classification. The training stage is often referred to as supervised learning. The preparation and

testing phases of the classification process are depicted in the diagram. In the training process, training tuples are used, 

and in the test data phase, test data tuples are used, and the classification rule's accuracy is calculated. Assume that the 

classification rule's accuracy on testing data is sufficient for the rule to be used for classification of unmined data.

 

4.4 Prediction 

Prediction using Random Forest: -  

Prediction done by Random Forest Model using Streamlit framework model trained by training chronic disease dataset.

 

4.5 Algorithm 

Logistic regression predicts the output of a categorical dependent variable. 

Therefore, the outcome must be a categorical or discrete value. It can be either Yes or No, 0 or 1, true or False, etc. but 

instead of giving the exact value as 0 and 1,

SVM (Support Vector Machine) algorithm creates the best line or decision boundary that can segregate n

space into classes so that we can easily put the new data point in the correct c

boundary is called a hyperplane. 
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Checking null values and filling using forward fill method  

into different cases  

Standardizing the data using mean and standard deviation  

Splitting the dataset into training and testing sets  

Many methods are used to perform data mining. Machine learning is one of the approaches. Random forest Machine 

strategies include grouping, clustering, summarization, and many others. Since classification techniques are 

used in this project, classification is one of the data mining processes in this phase of categorical data classification. 

into two phases: training and testing. In the training phase, predetermined data and associated 

class labels are used for classification. The training stage is often referred to as supervised learning. The preparation and

ion process are depicted in the diagram. In the training process, training tuples are used, 

and in the test data phase, test data tuples are used, and the classification rule's accuracy is calculated. Assume that the 

ng data is sufficient for the rule to be used for classification of unmined data.

Prediction done by Random Forest Model using Streamlit framework model trained by training chronic disease dataset.

Logistic regression predicts the output of a categorical dependent variable.  

must be a categorical or discrete value. It can be either Yes or No, 0 or 1, true or False, etc. but 

instead of giving the exact value as 0 and 1, it gives the probabilistic values which lie between 0 and 1.

SVM (Support Vector Machine) algorithm creates the best line or decision boundary that can segregate n

space into classes so that we can easily put the new data point in the correct category in the future.This best decision 

V. OUTCOMES 
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VI. CHARTS 
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VII. DATA 

Diabetes dataset 

Parkinson dataset 
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The proposed work brings diabetes, heart 

trained models using the Streamlit framework which is a lightweight framework.

algorithms are used for training the models, in which the SVM gave

diabetes and Parkinson Logistic regression for the disease

by picking the highest value obtained from 1 to 21 neighbours. In the future, we c

diseases that are trained by machine learning models and can include the disease that involves deep learning models.
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Heart disease dataset 

 

VIII. CONCLUSION 

The proposed work brings diabetes, heart disease, and Parkinson disease under a single platform by

trained models using the Streamlit framework which is a lightweight framework. One classification and one regression 

are used for training the models, in which the SVM gave good accuracy values for the disease prediction of 

Logistic regression for the disease prediction of heart disease. Its highest accuracy is calculated 

from 1 to 21 neighbours. In the future, we can expand this work by adding more 

by machine learning models and can include the disease that involves deep learning models.
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