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Abstract: A sort of digital circuit used to multiply two binary values is called a Baugh-Wooley multiplier. It 

is renowned for being more effective than other kinds of multipliers in terms of speed and gate count. You 

would normally start by creating a simple version of the circuit utilizing logic gates like AND gates, XOR 

gates, and half adders to simulate the Baugh-Wooley multiplier. The design would then be optimized 

utilizing methods like parallel processing, pipelining, and optimization algorithms to lower the overall gate 

count and boost the functionality of the circuit. Because of this, estimating a Baugh-Wooley multiplier 

would require a thorough knowledge of these elements as well as the specifications of the application. 

Verilog HDL is used to implement this design, and Modelsim 6.4 c is used to simulate it. The synthesis 

process tool from Xilinx measures performance. 
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I. INTRODUCTION 

Approximate circuits are a class of digital circuits that trade off accuracy for improved efficiency and reduced hardware 

requirements. They are particularly useful in applications where small errors can be tolerated, such as digital signal 

processing, multimedia, and machine learning. 

One way to implement approximate circuits is by using approximate multipliers. Multiplication is a key operation in 

many computational tasks, including digital signal processing and machine learning. In conventional digital circuits, 

multiplication is implemented using high-precision arithmetic, which requires a significant amount of hardware 

resources. In contrast, approximate multipliers use simplified arithmetic operations to reduce the hardware 

requirements. An approximate multiplier typically consists of three stages: partial product generation, accumulation, 

and final addition. In the partial product generation stage, the input operands are decomposed into smaller sub-

multiplications, which are then combined to form the full product. This stage is typically the most hardware-intensive, 

as it requires many multipliers to compute the partial products. 

In the accumulation stage, the partial products are added together to form an intermediate result. This stage is less 

hardware-intensive than the partial product generation stage, as it only requires a relatively small number of adders. 

Finally, in the final addition stage, any remaining error is corrected by adding a correction term to the intermediate 

result. This correction term is typically small compared to the intermediate result, so the hardware requirements for this 

stage are also relatively small. Overall, approximate circuits can significantly reduce the hardware requirements for 

certain types of computations, while still providing results that are accurate enough for many applications. By 

combining hardware and software approximations, it is possible to design complete RISC architectures that are 

optimized for specific types of applications, such as Convolution Neural Networks. 

 

II. EXISTINGSYSTEM 

Compressor designs are a popular approach to implementing practical multipliers with simple and regular structures. In 

this approach, the multiplication operation is broken down into smaller sub-multiplications that can be processed in 

parallel. 

To illustrate the basic idea behind compressor designs, let's consider a simple example where we want to multiply a 2-

bit multiplicand A by a 2-bit multiplier X. We can represent the multiplicand and multiplier as follows: 

 A = a1 a0, X = x1 x0 
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To perform the multiplication, we generate four partial products (PPs) by performing bitwise AND operations between 

the multiplicand and the multiplier: 

PP0 = a0 * x0, PP1 = a0 * x1, 

PP2 = a1 * x0, PP3 = a1 * x1 

These partial products can then be combined to produce the result. However, the number of PPs generated in this way 

can quickly become unwieldy for larger inputs, so we need a way to reduce the number of PPs without sacrificing 

accuracy. 

One way to achieve this is by using a compressor design. Compressors are circuits that take in multiple binary inputs 

and produce a smaller number of binary outputs based on a specific logic function. In the case of multipliers, 

compressors are used to reduce the number of PPs generated by combining multiple PPs into a smaller number of 

outputs. 

For example, a 4-2 compressor is a circuit that takes in four binary inputs (denoted as ai, bi, ci, and di) and produces 

two binary outputs (denoted as yi and yi+1). The exact p-q compressor, on the other hand, takes in p binary inputs and 

produces q binary outputs, where q is smaller than p. 

In a practical multi-stage multiplier, the 4-2 compressor is widely used to reduce the number of PPs generated in each 

stage. By grouping four PPs along the same i-th bit position, the compressor generates two PPs over two columns (yi 

and yi+1), which can then be used as inputs to the next stage of the multiplier. 

Overall, compressor designs are a powerful tool for reducing the hardware requirements of multipliers by minimizing 

the number of PPs generated and processed. By using simple and regular structures, compressors can also be easily 

implemented in hardware, making them an attractive option for practical designs. 

The Braun multiplier and Baugh-Wooley multiplier are two popular methods for implementing fast and efficient 

multipliers. Both methods use compressors to reduce the number of partial products generated, which can significantly 

reduce the hardware requirements for the multiplier. 

The Braun multiplier is a type of multi-stage multiplier that uses a combination of exact and approximate compressors 

to reduce the number of partial products generated. The exact compressors are used to generate a small number of high-

order bits, while the approximate compressors are used to generate a larger number of low-order bits. By combining 

these compressors, the Braun multiplier can achieve high-speed operation while minimizing hardware requirements. 

The Baugh-Wooley multiplier, on the other hand, is a type of signed multiplier that uses a combination of exact and 

approximate compressors to reduce the number of partial products generated. The exact compressors are used to 

generate the most significant bits of the result, while the approximate compressors are used to generate the least 

significant bits. This approach can reduce the hardware requirements of the multiplier while still maintaining high 

accuracy. 

Both the Braun and Baugh-Wooley multipliers can benefit from the use of 4-2 compressors to reduce the number of 

partial products generated. By using a 4-2 compressor to group four partial products along the same bit position, the 

multiplier can generate two outputs with reduced hardware requirements. 

Overall, the use of compressors is a powerful technique for reducing the hardware requirements of multipliers and can 

be used with both the Braun and Baugh-Wooley multiplier designs. By using compressors to reduce the number of 

partial products generated, these designs can achieve high-speed operation while minimizing hardware requirements. 

 

III. PROPOSED SYSTEM 

The proposed method minimizes the average square of the absolute error of an approximate multiplier according to the 

probability distributions of operands extracted from the target application with consideration of input polarity, 

achieving low hardware cost and negligible application-level performance loss. The proposed method can generate 

unsigned multipliers (or signed multipliers) based on the Braun multiplier (or Baugh–Wooley multiplier). To 

demonstrate the effectiveness of the method, three different-scale quantized Edge detection including Matrix 

Multiplication, and Threshold Detection with 8 × 8 unsigned multiplications.  

The proposed method is a technique for designing approximate multipliers that minimize the average square of the 

absolute error based on the probability distributions of operands from a target application. This approach takes into 
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account the input polarity of the operands and achieves low hardware cost with negligible performance loss at the 

application level. 

The method can generate both unsigned and signed multipliers based on the Braun multiplier or the Baugh-Wooley 

multiplier. The Braun multiplier is a multi-stage multiplier that combines exact and approximate compressors to reduce 

the number of partial products generated, while the Baugh-Wooley multiplier is a signed multiplier that uses a 

combination of exact and approximate compressors to reduce the hardware requirements. 

 
Fig. 1.Baugh-Wooley multiplier. 

To demonstrate the effectiveness of the proposed method, the authors applied it to three different-scale quantized edge 

detection tasks, including matrix multiplication and threshold detection, using an 8x8 unsigned multiplication. The 

results showed that the proposed method can achieve significant improvements in hardware efficiency while 

maintaining high accuracy compared to traditional multiplier designs. 

Overall, the proposed method is a promising technique for designing approximate multipliers that can reduce hardware 

requirements and improve performance without sacrificing accuracy. By considering the probability distributions of 

operands and input polarity, the method can generate efficient and accurate multipliers that are well-suited for a wide 

range of applications. 

 
Fig. 2.Proposed System Block Diagram. 

A. Image Edge Detection. 

Edge Detection there are two masks, one mask identifies the horizontal edges, and the other mask identifies the vertical 

edges. The mask which finds the horizontal edges is equivalent to having the gradient in a vertical direction and the 

mask which computes the vertical edges is equivalent to taking in the gradient in the horizontal direction. In fig 3. 

 

 

 

 

 

 

 

 

 

Fig. 3. horizontal edges and vertical edges. 
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A. Process flow of RGB to binary image

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.Process flow of RGB to binary image conversion

 

B. VLSI PART (USING Model sim) 
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IV. MAIN BLOCK DIAGRAM 

 
Fig. 4. Block Diagram of Process. 

Process flow of RGB to binary image conversion (MATLAB Part) 

Fig. 5.Process flow of RGB to binary image conversion 

 

 

Fig. 6. VLSI PART (USING Modelsim) 
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Convert Grey Level Image to Binary 

image. 

Convert RGB to Grey Level image. 

Read Text File into 

the Memory 

Binary 

Image (Text 

Detect edge on horizontal and vertical axis 

(Find x and y gradients) 

Combine horizontal and vertical edge detection 

(Calculate Magnitude of x and y gradients) 

Synthesize and simulate, then Check the Results 

(Edge Detected Image) and Design Summary

 ISSN (Online) 2581-9429 

  

, Communication and Technology (IJARSCT) 

Reviewed, Refereed, Multidisciplinary Online Journal 

 31 

Image (Text 

Detect edge on horizontal and vertical axis 

Combine horizontal and vertical edge detection 

 

Synthesize and simulate, then Check the Results 

(Edge Detected Image) and Design Summary 



 

 

       International Journal of Advanced 

                                 International Open-Access, Double

Copyright to IJARSCT               

www.ijarsct.co.in 

Impact Factor: 7.301 

 

 

In this brief, Truncated Approximate Carry

achieving an error compensation circuit designed by selective modification of 

energy and error minimization. Extensive error analysis is performed by applying different parts of the compensation 

circuit to the non-truncated part. This is done by Simulation by Modelsim and synthesis Done by Xilinx Tool. This 

Proposed Multiplier is used in Image Edge Detection Processing Applications using MATLAB.

multiplier for image processing application

Digital Image Processing and implementation using Verilog HDL.
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V. FINAL OUTPUT 

 
Fig. 7. Input image. 

 
Fig. 8. Edge Detected image. 

VI. COMPARISON TABLE 

 
Fig 9. Comparison Table 

VII. CONCLUSION 

Truncated Approximate Carry-based Baugh-Wooley Multiplier (TACBM) is presented.

achieving an error compensation circuit designed by selective modification of the k-map to achieve 

Extensive error analysis is performed by applying different parts of the compensation 

This is done by Simulation by Modelsim and synthesis Done by Xilinx Tool. This 

Proposed Multiplier is used in Image Edge Detection Processing Applications using MATLAB.

image processing applications like edge detection schemes. This Edge Detection us

Digital Image Processing and implementation using Verilog HDL. 
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Multiplier (TACBM) is presented. Multiplier is 

map to achieve the twin goal of 

Extensive error analysis is performed by applying different parts of the compensation 

This is done by Simulation by Modelsim and synthesis Done by Xilinx Tool. This 

Proposed Multiplier is used in Image Edge Detection Processing Applications using MATLAB. We are using this 

Edge Detection uses Sobel Operator in 
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