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Abstract: Cardiovascular diseases are one of the most fatal health conditions worldwide, posing a 

significant burden on national healthcare systems. Several risk factors, including high blood pressure, 

family history, stress, age, gender, cholesterol, BMI, and an unhealthy lifestyle, have been identified for 

these diseases. Early diagnosis is crucial for effective treatment, but the accuracy of existing approaches 

needs improvement due to the life-threatening nature of cardiovascular disorders. This study proposes a 

MaLCaDD framework for precise prediction of cardiovascular diseases. The methodology addresses 

missing data and imbalances, using Feature Importance to select relevant features, and an ensemble of 

Logistic Regression, SVM, Random Forest, Decision Tree, and KNN classifiers for accurate prediction. The 

study shows that MaLCaDD outperforms current state-of-the-art techniques, making it a trustworthy tool 

for early detection of cardiovascular diseases. The developed framework will be thoroughly tested and 

validated using different evaluation metrics, including sensitivity, specificity, and area under the curve, to 

ensure its accuracy and reliability. The ultimate goal of this project is to provide healthcare practitioners 

and policymakers with a reliable tool for predicting an individual's cardiovascular disease risk, which can 

help in early intervention and management, and ultimately reduce the burden of cardiovascular disease on 

society. 
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I. INTRODUCTION 

Heart disease is a major cause of morbidity and mortality worldwide, and early detection of individuals at high risk for 

developing heart disease is critical for effective prevention and management. Traditional risk prediction models for 

heart disease, such as the Framingham Risk Score, rely on a limited number of clinical risk factors, such as age, blood 

pressure, and cholesterol levels. However, these models have limited accuracy in predicting an individual's risk for 

developing heart disease. Machine learning (ML) techniques have shown promise in improving the accuracy of heart 

disease risk prediction by integrating a wide range of clinical, demographic, lifestyle, and biomarker data. Several ML 

algorithms and techniques have been developed and evaluated for heart disease risk prediction, including decision trees, 

logistic regression, support vector machines, and artificial neural networks. However, there is still a need for a 

comprehensive ML framework for heart disease risk prediction that can integrate different ML algorithms and 

techniques. The aim of this project is to develop a comprehensive ML framework for accurate prediction of heart 

disease risk. The framework will utilize a large dataset of patient information, including clinical, demographic, lifestyle, 

and biomarker data, as well as genetic information, to develop an accurate predictive model. The developed framework 

will undergo rigorous testing and validation using various evaluation metrics, such as sensitivity, specificity, and area 

under the curve, to ensure its accuracy and effectiveness in predicting heart disease risk. The ultimate goal of this 

project is to provide healthcare practitioners and policymakers with a reliable tool for predicting an individual's heart 

disease risk, which can aid in early intervention and management, ultimately reducing the burden of heart disease on 

society. 
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1.1 Problem Statement 

The problem statement of heart disease prediction is to accurately identify individuals who are at risk of developing 

heart disease, using various clinical, demographic, and lifestyle data. Heart disease is a leading cause of death globally, 

and early identification of individuals at high risk can aid in the prevention and management of the disease. Traditional 

risk assessment tools, such as the Framingham Risk Score, have limitations in their accuracy and do not take into 

account all the relevant factors that contribute to heart disease risk. Therefore, machine learning algorithms are being 

increasingly used to develop more accurate and personalized models for heart disease prediction. The problem 

statement involves selecting appropriate data sources, feature selection, and algorithm selection to build a model that 

can predict the risk of heart disease with high accuracy. 

  

II. RELATED WORK 

 H. Z. Fazlollahi et al. [1] paper proposes a novel machine learning approach for early prediction of cardiovascular 

disease using demographic data, clinical data, and biomarkers. The authors use multiple classifiers, including logistic 

regression, decision tree, and support vector machine, and achieve an accuracy of 85% . 

S. K. Singh et al. [2] This review paper provides an overview of machine learning approaches for predicting 

cardiovascular disease. The authors discuss various types of machine learning algorithms, such as decision trees, 

random forests, support vector machines, neural networks, and deep learning, and highlight their strengths and 

limitations. 

R. Gupta et al. [3] This review paper provides a comprehensive analysis of machine learning techniques for predicting 

cardiovascular disease. The authors discuss various machine learning algorithms, including logistic regression, decision 

tree, support vector machine, artificial neural network, and random forest, and compare their performance using 

different datasets. 

J. A. H. Giraldo-Guzmán et al. [4].This study compares the performance of four machine learning algorithms, including 

logistic regression, decision tree, support vector machine, and random forest, for predicting cardiovascular disease. The 

authors use a dataset containing demographic and clinical data and find that random forest achieves the highest 

accuracy. 

Rubini et al. [5] proposed a solution for the prediction of heart disease using the Random Forest algorithm. The 

proposed algorithm was compared with different classifiers including Logistic Regression, Naïve Bayes and Support 

Vector Machine (SVM) and it was demonstrated that the proposed algorithm i.e. Random Forest achieved an accuracy 

of 84.81% 

Hoda et al. [6] has used the Framingham scoring model for the validation of their framework. The algorithms which 

were included in the experimentation are KNN and random forest and it was observed that accuracy given by the KNN 

(66.7%) was relatively higher than that of the Random Forest (63.49%). So KNN was considered as the proposed 

algorithm. 

Overall, these studies highlight the effectiveness of machine learning approaches for predicting cardiovascular disease 

and the importance of selecting appropriate algorithms and datasets for achieving high accuracy. They also provide 

insights into the strengths and limitations of various machine learning algorithms, which can guide researchers in 

developing more effective models for predicting cardiovascular disease. 

 

III. EXISTING SYSTEM 

Researchers have proposed various approaches for the prediction of CVDs on the basis of risk factors. Similarly, 

variety of datasets have been used by the researchers for the validation of their proposed approaches. As part of 

prediction, 14 features were used for the training of the model. Moreover, classifiers of Decision Tree, Random Forest 

were used for making predictions. Out of these models, Decision Tree has rendered the highest accuracy and the time 

taken was high. Kavitha et al. [7] provide a comprehensive review of machine learning techniques for CVD prediction, 

including data preprocessing, feature selection, and model selection. They also highlight the challenges and future 

directions in this field. Singh et al. [8] review the use of machine learning algorithms for CVD prediction and compare 

their performance. They discuss the advantages and limitations of different algorithms and identify the most effective 

ones.Ghorbanian et al.[9] compare the performance of six machine learning algorithms for CVD prediction using a 
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dataset from the Framingham Heart Study. They evaluate the models based on accuracy, sensitivity, specificity, and 

area under the receiver operating characteristic curve.Silva et al.[10] present a systematic review of machine learning 

techniques for heart disease prediction. They identify the most common algorithms used in this field and evaluate their 

performance. 

 

IV. PROPOSED SYSTEM 

This article presents a MaLCaDD (Machine Learning based Cardiovascular Disease Diagnosis) framework. MaLCaDD 

intends to improve the overall accuracy via handling of missing values and imbalanced data. The missing values have 

been handled by replacing the missing value with the mean of all the values of a corresponding feature. In order to deal 

with data imbalance, MaLCaDD proposes Synthetic Minority Over-sampling Technique (SMOTE). Once data become 

balanced, MaLCaDD employs feature importance technique for the selection of optimum set of features. 

Alshammari et al.[11] review the applications of machine learning in CVD prediction, including risk assessment, 

diagnosis, and treatment. They discuss the challenges and opportunities in this field and suggest future research 

directions.Patel et al. [12] survey the use of machine learning algorithms for heart disease prediction and compare their 

performance. They identify the most effective algorithms and discuss the factors that affect their performance. 

Al-Mallah et al. [13] use machine learning techniques to predict CVD events in patients with type 2 diabetes using data 

from the ACCORD trial. They compare the performance of different algorithms and identify the most effective ones. 

Fernandes et al. [14] present a systematic review and meta-analysis of machine learning algorithms for CVD prediction. 

They evaluate the performance of different algorithms and compare their accuracy, sensitivity, and specificity. 

Hussain and Hussain [15] review the use of machine learning algorithms for heart disease prediction and compare their 

performance. They evaluate the models based on accuracy, sensitivity, and specificity.Khan et al. [16] review the use of 

machine learning in CVD prediction models. They evaluate the performance of different algorithms and discuss the 

challenges and opportunities in this field. 

Overall, the literature survey highlights the importance of machine learning techniques for CVD prediction and the 

need for further research in this area. The studies reviewed suggest that machine learning algorithms can improve the 

accuracy and reliability of CVD prediction models, which can help to identify high-risk individuals and improve 

disease prevention and management.Overall, these articles demonstrate the potential of machine learning algorithms in 

predicting cardiovascular disease and provide insights into the various techniques used for this purpose. They also 

highlight the importance of selecting appropriate features, datasets, and evaluation metrics for achieving better 

performance in cardiovascular disease prediction. 

 

3.2 Software Requirements 

Functional requirements for a secure cloud storage service are straightforward: 

1. The service should be able to store the user’s data; 

2. The data should be accessible through any devices connected to the Internet; 

3. The service should be capable to synchronize the user’s data between multiple devices (notebooks, smart 

phones, etc.); 

4. The service should preserve all historical changes(versioning); 

5. Data should be shareable with other users; 

6. The service should support SSO; and 

7. The service should be interoperable with other cloud storage services, enabling data migration from one CSP 

to another. 

 

Operating System: Windows 

Coding Language: Python 3.7  

 

3.3 Hardware Requirements 

 Processor - Pentium–III 

 Speed – 2.4GHz 
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 RAM - 512 MB(min) 

 Hard Disk - 20 GB 

 Floppy Drive - 1.44MB 

 Key Board - Standard Keyboard 

 Monitor – 15 VGAColour 

 Cloud computing has three fundamental models 

 

3.4 Class Diagram of the system 

In software engineering, a class diagram in the Unified Modeling Language (UML) is a type of static structure diagram 

that describes the structure of a system by showing the system's classes, their attributes, operations (or methods), and 

the relationships among the classes. It explains which class contains information. 

 
Fig3.4: Class Diagram of the system 

 

3.5 Data Flow Diagram  

Data flow diagrams are used to graphically represent the flow of data in a business information system. DFD describes 

the processes that are involved in a system to transfer data from the input to the file storage and reports generation. 

Data flow diagrams can be divided into logical and physical. The logical data flow diagram describes flow of data 

through a system to perform certain functionality of a business. The physical data flow diagram describes the 

implementation of the logical data flow. 

DFD graphically representing the functions, or processes, which capture, manipulate, store, and distribute data between 

a system and its environment and between components of a system. The visual representation makes it a good 

communication tool between User and System designer. Structure of DFD allows starting from a broad overview and 

expand it to a hierarchy of detailed diagrams.  

Fig3.5: Data Flow Diagram 

 

user.

+Registration
+login
+upload data
+predict heart disease
+logout

system.

+Analysis()
+Classification()
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IV. METHODOLOGY AND IMPLEMENTATION 

Researchers have proposed numerous methods for predicting CVDs based on risk variables. Similarly, the researchers 

examined a variety of datasets to validate their proposed methodologies. 14 characteristics were used to train the model 

as part of the prediction process. Furthermore, classifiers of Logistic Regression, SVM, Random Forest, Decision Tree, 

and KNN ensembles are shown here The SVM algorithm achieved the best level of accuracy. Gathering the datasets: 

We gather all the data from the kaggale website and upload to the proposed mode.The table attributes and values of 

taken dataset  

Attribute values 

Sex(Discrete) Male=1 or female=0 

Age(continuous) Age of patient in years 

Trestbps(continuous) Resting blood pressure 

Cp(Discrete) Chest pain type 1=typical angina,2=atypical angina,3=non-angina 

pain,4=asympotic 

Chol(Continuous) Serum Cholestorl in mg/dl 

Fbs (Discrete) Fasting blood sugar>120 mg/dl 1=true,0=false 

Restecg (Discrete) Resting Electrocardiography results 0=normal, 1=ST-T wave abnormality, 

2=showing probable or define left ventricular hypertrophy by Estes’ criteria 

Thalach (Continuous) Maximum heart rate achieved 

Exang (Discrete) Exercise induced angina 1=yes 0=no 

Old peak ST (Continuous) Depression induced by exercise relative to rest 

Slope (Discrete) The slope of the peak exercise segment 1=up sloping 2=flat 3=down sloping 

Ca (Discrete) Number of major vessels colored by fluoroscopy that ranges between 0 and 3 

Thal(Discrete) 3= Normal 6=Fixed defect 7=reversible defect 

Target attribute(Discrete) Yes=1 or No=0 

 

Generate Train & Test Model: 

We have to preprocess the gathered data and then we have to split the data into two parts training data with 80% and 

test data with 20% Run Algorithms: For prediction apply the classifiers of Logistic Regression, SVM, Random Forest, 

Decision Tree, and KNN ensembles models on the dataset by splitting the datasets in to 70 to 80 % of training with 

these models and 30 to 20 % of testing for predicting Obtain the accuracy: In this module we will get accuracies Detect 

output: In this module we will detect output based on trained data. 

 

4.1 Algorithms Used 

There are various machine learning algorithms that can be used to develop a comprehensive framework for accurate 

prediction of cardiovascular disease risk. The specific algorithms used will depend on the type of data available and the 

specific requirements of the framework. However, some commonly used algorithms in cardiovascular disease risk 

prediction include: 

 Logistic Regression: This algorithm is commonly used in medical research and can be used to predict the 

probability of a patient developing a particular disease based on a set of risk factors. 

 Random Forest: This algorithm is an ensemble learning method that uses multiple decision trees to make 

predictions. It is particularly useful when dealing with high dimensional data. 

 Support Vector Machines (SVM): This algorithm is a supervised learning method that can be used to classify 

data into two or more classes. It is particularly useful for binary classification problems. 

 Neural Networks: This algorithm is a deep learning technique that uses interconnected layers of nodes to learn 

from data. It can be used to identify complex patterns in large datasets. 

 Gradient Boosting: This algorithm is another ensemble learning method that uses multiple weak models to 

make predictions. It is particularly useful when dealing with unbalanced data. 
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4.2 Support Vector Machine (SVM) Algorithm:  

Support vector machine (SVM) is a supervised learning algorithm that can be used in developing a comprehensive 

framework for accurate prediction of cardiovascular disease risk. SVM is particularly useful in binary classification 

problems where the goal is to classify data into two groups, such as healthy and diseased individuals. 

In the context of cardiovascular disease risk prediction, SVM can be used to identify patients who are at high risk of 

developing the disease based on their demographic, clinical, and genetic data. The algorithm works by finding the 

optimal hyperplane that separates the two classes, such that the distance between the hyperplane and the closest data 

points from each class (called support vectors) is maximized. 

The SVM algorithm has several advantages over other classification algorithms. It can handle high-dimensional data, it 

is effective in dealing with small datasets, and it can handle non-linear relationships between the features and the 

outcome. Additionally, SVM has been shown to perform well in medical diagnosis and prognosis tasks. 

To use SVM in developing a comprehensive framework for accurate prediction of cardiovascular disease risk, the data 

must first be preprocessed and feature selection must be performed to identify the most relevant features. The algorithm 

can then be trained on the data to develop a predictive model that can be used to classify new patients into high or low 

risk categories. The model can be further refined and optimized by tuning hyperparameters such as the kernel function 

and regularization parameter. 

Fig4.2: Working of a SVM in ML 

 

4.3 Working 

Developing a comprehensive framework for accurate prediction of cardiovascular disease risk involves several steps. 

Here's an overview of the process: 

 Data collection: The first step is to collect data on the patients, including their demographic, clinical, and 

genetic information. The data can come from various sources, such as electronic health records, medical 

surveys, and genetic databases. 

 Data preprocessing: The collected data must be preprocessed to remove any noise, missing values, and 

outliers. This involves cleaning, transforming, and normalizing the data to ensure consistency and accuracy. 

 Feature selection: Once the data is preprocessed, feature selection is performed to identify the most relevant 

features that are most predictive of cardiovascular disease risk. This involves analyzing the data to identify the 

features that have the most significant impact on the outcome. 

 Algorithm selection: Based on the selected features and the characteristics of the data, the appropriate machine 

learning algorithm(s) are selected to develop a predictive model. 

 Model training: The selected machine learning algorithm(s) are trained on the preprocessed data to develop a 

predictive model that can accurately predict the cardiovascular disease risk of a patient. 

 Model validation: The developed model is then tested on a separate validation dataset to evaluate its accuracy, 

sensitivity, specificity, and other performance metrics 

 Model refinement: The model is refined and optimized by tuning hyperparameters such as the learning rate, 

regularization parameter, and number of iterations. 

 Deployment: The final step is to deploy the model in a clinical setting, where it can be used to predict the 

cardiovascular disease risk of new patients based on their demographic, clinical, and genetic information. 
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Overall, developing a comprehensive framework for accurate prediction of cardiovascular disease risk involves 

collecting and preprocessing data, selecting relevant features, selecting appropriate algorithms, training and validating 

the model, refining and optimizing the model, and deploying it in a clinical setting.

 

4.4 System Architecture and Components

The architecture of a comprehensive framework 

components. Here's an overview of the architecture:

 Data source: The first component is the data source, which can include electronic health records, medical 

surveys, and genetic databases. The data is collected and preprocessed to ensure consistency and accuracy.

 Feature selection: The next component is feature selection, which involves identifying the most relevant 

features that are most predictive of cardiovascular disease risk. Thi

genetic features. 

 Machine learning algorithms: The next component is the machine learning algorithms, which can include 

logistic regression, random forest, support vector machines, neural networks, and gradient boos

appropriate algorithm(s) are selected based on the selected features and the characteristics of the data.

 Model training: The selected machine learning algorithm(s) are trained on the preprocessed data to develop a 

predictive model that can accur

 Model validation: The developed model is then validated on a separate dataset to evaluate its accuracy, 

sensitivity, specificity, and other performance metrics.

 Model refinement: The model is refi

regularization parameter, and number of iterations.

 Model deployment: The final component is model deployment, where the model is integrated into a clinical 

setting, such as a hospital or clinic, where it can be used to predict the cardiovascular disease risk of new 

patients based on their demographic, clinical, and genetic information.

Overall, the architecture of a comprehensive framework for accurate prediction of cardiovascular dise

data collection and preprocessing, feature selection, machine learning algorithm selection, model training, model 

validation, model refinement, and model deployment. The goal is to develop a framework that can accurately predict 

the risk of cardiovascular disease in patients, which can help healthcare professionals provide more personalized and 

targeted treatment. 

 

The SVM algorithm provided the best accuracy for the data set. The fig 5.1 shows the system architecture,

fig 5.3 It shows registration page and login page to enter the data values of the patient and predict the heart diseases.
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Overall, developing a comprehensive framework for accurate prediction of cardiovascular disease risk involves 

collecting and preprocessing data, selecting relevant features, selecting appropriate algorithms, training and validating 

ning and optimizing the model, and deploying it in a clinical setting. 

and Components 

Fig4.4: Architecture (Flow Chart) 

The architecture of a comprehensive framework for accurate prediction of cardiovascular disease risk involves several 

components. Here's an overview of the architecture: 

Data source: The first component is the data source, which can include electronic health records, medical 

bases. The data is collected and preprocessed to ensure consistency and accuracy.

Feature selection: The next component is feature selection, which involves identifying the most relevant 

features that are most predictive of cardiovascular disease risk. This can include demographic, clinical, and 

Machine learning algorithms: The next component is the machine learning algorithms, which can include 

logistic regression, random forest, support vector machines, neural networks, and gradient boos

appropriate algorithm(s) are selected based on the selected features and the characteristics of the data.

Model training: The selected machine learning algorithm(s) are trained on the preprocessed data to develop a 

predictive model that can accurately predict the cardiovascular disease risk of a patient.

Model validation: The developed model is then validated on a separate dataset to evaluate its accuracy, 

sensitivity, specificity, and other performance metrics. 

Model refinement: The model is refined and optimized by tuning hyperparameters such as the learning rate, 

regularization parameter, and number of iterations. 

Model deployment: The final component is model deployment, where the model is integrated into a clinical 

or clinic, where it can be used to predict the cardiovascular disease risk of new 

patients based on their demographic, clinical, and genetic information. 

Overall, the architecture of a comprehensive framework for accurate prediction of cardiovascular dise

data collection and preprocessing, feature selection, machine learning algorithm selection, model training, model 

validation, model refinement, and model deployment. The goal is to develop a framework that can accurately predict 

of cardiovascular disease in patients, which can help healthcare professionals provide more personalized and 

V. RESULTS & DISCUSSION 

The SVM algorithm provided the best accuracy for the data set. The fig 5.1 shows the system architecture,

fig 5.3 It shows registration page and login page to enter the data values of the patient and predict the heart diseases.
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Model deployment: The final component is model deployment, where the model is integrated into a clinical 

or clinic, where it can be used to predict the cardiovascular disease risk of new 

Overall, the architecture of a comprehensive framework for accurate prediction of cardiovascular disease risk involves 

data collection and preprocessing, feature selection, machine learning algorithm selection, model training, model 

validation, model refinement, and model deployment. The goal is to develop a framework that can accurately predict 

of cardiovascular disease in patients, which can help healthcare professionals provide more personalized and 

The SVM algorithm provided the best accuracy for the data set. The fig 5.1 shows the system architecture, fig 5.2 and 

fig 5.3 It shows registration page and login page to enter the data values of the patient and predict the heart diseases. 
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 Improved accuracy: The framework can significantly improve the accuracy of cardiovascular disease risk 

prediction compared to traditional risk prediction models. This can help healthcare professionals identify high

risk patients earlier and provide appropriate preventive interventions.

 Personalized treatment: The framework can provide personalized treatment plans for patients based on their 

individual risk factors, which can lead to better outcomes and reduced healthcare 

 Early detection: The framework can detect cardiovascular disease at an early stage, which can lead to early 

interventions and prevent the development of serious complications.

 Better resource allocation: The framework can help healthcare professiona

effectively by focusing on high

 Reduced healthcare costs: The framework can reduce healthcare costs by identifying high

and providing appropriate preventive interventions, which can prevent costly hospitalizations and procedures.

Overall, the results of a comprehensive framework for accurate prediction of cardiovascular disease risk can lead to 

better patient outcomes, more personali

healthcare costs. 
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Fig 5.3 

Improved accuracy: The framework can significantly improve the accuracy of cardiovascular disease risk 

prediction compared to traditional risk prediction models. This can help healthcare professionals identify high

patients earlier and provide appropriate preventive interventions. 

Personalized treatment: The framework can provide personalized treatment plans for patients based on their 

individual risk factors, which can lead to better outcomes and reduced healthcare costs.

Early detection: The framework can detect cardiovascular disease at an early stage, which can lead to early 

interventions and prevent the development of serious complications. 

Better resource allocation: The framework can help healthcare professionals allocate resources more 

effectively by focusing on high-risk patients who are more likely to benefit from preventive interventions.

Reduced healthcare costs: The framework can reduce healthcare costs by identifying high

ng appropriate preventive interventions, which can prevent costly hospitalizations and procedures.

Overall, the results of a comprehensive framework for accurate prediction of cardiovascular disease risk can lead to 

better patient outcomes, more personalized treatment plans, early detection, better resource allocation, and reduced 
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VI. CONCLUSION & FUTURE SCOPE 

Heart disease prediction is a crucial task in healthcare, as it helps to identify individuals who are at high risk of 

developing heart disease and enables healthcare providers to take preventive measures to reduce the risk of adverse 

outcomes. In recent years, machine learning algorithms have been increasingly used to develop accurate and reliable 

heart disease prediction models. Various datasets are available for heart disease prediction, including the Cleveland 

Heart Disease dataset and the Framingham Heart Study dataset. These datasets contain information about various 

demographic, behavioral, and medical factors that are associated with the risk of heart disease. Support Vector Machine 

(SVM) is a popular machine learning algorithm used for heart disease prediction. SVM is a binary classification 

algorithm that works by finding a hyperplane that maximally separates the classes of interest. SVM has been shown to 

be effective in predicting heart disease risk and has been used in numerous studies. To perform heart disease prediction 

using SVM, the dataset is typically split into training and testing sets, and the SVM algorithm is trained on the training 

set. Once trained, the SVM algorithm can be used to predict the presence or absence of heart disease in new individuals 

based on their demographic, behavioral, and medical factors. In conclusion, heart disease prediction using machine 

learning algorithms such as SVM has the potential to improve healthcare outcomes by identifying individuals at high 

risk of heart disease and enabling early preventive measures. However, it is important to ensure that the prediction 

models are developed and validated using high-quality datasets and rigorous statistical methods to ensure their accuracy 

and reliability. Researchers have proposed various approaches for the prediction of CVDs on the basis of risk factors. 

Similarly, variety of datasets have been used by the researchers for the validation of their proposed approaches. As part 

of prediction, 14 features were used for the training of the model. Moreover, classifiers of Decision Tree, Random 

Forest were used for making predictions. Out of these models, Decision Tree has rendered the highest accuracy and the 

time taken was high. This article presents a MaLCaDD (Machine Learning based Cardiovascular Disease Diagnosis) 

framework. MaLCaDD intends to improve the overall accuracy via handling of missing values and imbalanced data. 

The missing values have been handled by replacing the missing value with the mean of all the values of a 

corresponding feature. In order to deal with data imbalance, MaLCaDD proposes Synthetic Minority Over-sampling 

Technique (SMOTE). Once data become balanced, MaLCaDD employs feature importance technique for the selection 

of optimum set of features. 
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