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Abstract: We faced the largest crisis of the twenty-first century at the start of 2020: the COVID-19 

pandemic. In the midst of the turmoil, the generation ultimately found a method to get the job done by using 

automation in many aspects of life. Following the epidemic, we saw an 87% increase in video conferencing 

technologies for daily communications. Almost everything, from online gatherings to college lectures to 

business meetings, was housed on the internet, which, because it was virtual, increased the odds of 

ineffective interactions. In reality, statistics collected from employees across all domains reveal that people 

frequently miss essential points since taking minutes of meetings is a time-consuming, distracting, and 

extremely dull chore, and that over 37 billion dollars is squandered on ineffective meetings. Keeping track 

of significant decisions and agreements that were reached at a meeting requires the use of meeting minutes. 

The issues addressed and the choices made must be recorded in order to be reviewed at the start of the 

following meeting and for future reference. Many businesses retain salaried personnel to take minutes of 

meetings, using up valuable time and resources. We provide a method to enable staff members to have 

productive conversations that will increase a company's productivity by making greater use of the tools and 

technical improvements that are now accessible. Our approach extracts crucial information from 

significant debates using Deep Learning methods. The suggestion is for an automated method to record 

minutes and transcripts of a meeting with the benefit of speaker identification. The model we suggest will be 

able to recognise the speaker using Mel Frequency Cepstral Coefficient (MFCC)[12], convert an audio file 

into plain text using Deep Neural Networks (DNN), and summarise the meeting transcript into condensed 

minutes with the aid of Transformers. 

 

Keywords: Automatic Meeting Minute Generation. 

 

I. INTRODUCTION 

Numerous companies have relied heavily on meetings for a variety of purposes, including decision-making, problem-

solving, planning, and brainstorming. A gathering of two or more individuals for productive communication, 

discussion, and decision-making is known as a meeting.  

An individual employee attends eight to twelve meetings on a weekly basis, each lasting between 30 and an hour, in 

accordance with a poll conducted by Booqed in 2022. Keeping effective meeting notes i.e. minutes is essential to 

running effective meetings. They act as a reference for both people who weren't there at the session and at a later point 

in time. They may also be employed as corporate defence in specific circumstances where written evidence is 

necessary. 

Given that the majority of data nowadays is disseminated online, summarising the scattered data has become crucial. 

The text summary proves to be quite important[1]. This summarising of lengthy business meetings may be done using 

text summarization. Compilation of a meeting summary NLP may be used to hear consumer questions and concerns 

and respond with findings, something that Internet service providers have been doing for the previous few years.  

Because it eliminates interruptions, irregularities, repairs, and repetitions that are typical of speech, summarised speech 

ought to be easier to grasp than a straight transcription of speech [7]. 

There are basically two approaches to summarising business information. 
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1. Abstractive Summarization: By analysing the text using advanced regular language computations to create a 

new, more constrained message that fetches the most data—parts of which may not be included in the initial 

record—the Abstractive technique tries to provide an overview. In contrast, the extractive approach just makes 

use of the original text's phrases[10]. 

2. Extractive Summarization: In an extractive summary, we pick out the most important terms and phrases from 

the source text and take just those. The summary would include these phrases that were taken out[9]. 

Original Text: “lagos, nigeria (cnn) a day after winning nigeria’s presidency, muhammadu buhari told 

cnn’s christiane amanpour that he plans to aggressively fight corruption that has long plagued nigeria 

and go after the root of the nation’s unrest. buhari said he’ll “rapidly give attention” to curbing violence 

in the northeast part of nigeria, where the terrorist group boko haram operates. by cooperating with 

neighboring nations chad, cameroon and niger, he said his administration is confident it will be able to 

thwart criminals and others contributing to nigeria’s instability.” [8] 

Abstractive summary: “muhammadu buhari says he plans to aggressively fight corruption that has long 

plagued nigeria. he says his administration is confident it will be able to thwart criminals.” [8] 

Extractive summary: “muhammadu buhari told cnn’s christiane amanpour that he plans to aggressively 

fight corruption that has long plagued Nigeria. by cooperating with neighboring nations chad, cameroon 

and niger, he said his administration is confident it will be able to thwart criminals and others 

contributing to nigeria’s instability.” [8] 

 

II. BACKGROUND 

The expanding availability of documents necessitates in-depth research in the field of text summarization. Deep 

learning has been studied and used in a variety of different study subjects since it emerged as a new and appealing 

machine learning area in the previous ten years [2]. Speech was a logical early application for 

deep learning, and several research papers have been published to this day on the topic of using deep learning for voice-

related applications, notably speech recognition [3] - [4] - [5] - [6]. The foundation of traditional speech recognition 

systems is the use of hidden Markov models-based Gaussian Mixture Models (GMMs) to describe speech signals 

(HMMs)[11].  

 

III. METHODOLOGY 

This research examined a number of publications on "speech recognition" "speaker verification" and "text 

summarization" that were chosen from prestigious computer science magazines. Each proposed methodology was read 

in its entirety. In the subject of deep learning, the research issues around these approaches were discovered, and the 

techniques were organised into groups based on the algorithms used. 

 

3.1 Approaches and Methods 

The essential points of the meeting are extracted from the meeting tape. Various articles have written about automating 

the generation of minutes. This study concentrates on application areas, speech characteristics, and training corpora 

while attempting to synthesise the current research on speech summarization, taking into account the effects of 

emerging approaches.  

Various techniques are implemented for achieving the desired outcome from proposed research problems.  

1. Megha Manuel et. al. proposed model for the Automated Minute Book Creation (AMBOC) system is divided 

into three components: speech-to-text, speaker verification, and text summarization. It delivers improved 

results through the utilisation of Google Speech API, MFCC, and Transformers technology, MFCC and 

Transformers. For the use case of automatic generation of minutes, AMBOC devised a multi-step approach 

that involves a series of transformations to the data. This process begins with recognizing recordings from 

speakers and then converting speech to text transcripts. Finally, the transcripts are summarised and attributed 

to each speaker in the form of minutes[14]. 
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Fig

The limitation of this study is that it is restricted to the Indonesian language. The use of the Google API has 

resulted in a reduced accuracy when applied to other languages. Further experimentation is necessary to 

enhance the performance of the AMBOC model. With continued testing, it is believed that the AMBOC model 

has the potential to demonstrate significant imp

2. Haitan Rachman et al. worked in the area of automatic generation of meeting minutes written in Indonesian. 

The authors aimed to balance the instances per class by using the Synthetic Minority Over

Technique (SMOTE) and resa

classifiers - Naive Bayes, Support Vector Machine Linear, IBk, and J48 tree 

train their model. 

The authors reported an F-measure of 85.22 percent an

performance to 94.52 percent. It is also noted that speaker recognition was not taken into account while 

reviewing the meeting minutes, which may have affected the overall outcome of the study.

Overall, the text provides a summary of the results of the study by Haitan Rachman et al. on automatic 

generation of meeting minutes in Indonesian.

3. Justin Jian Zhang et. al.’s study discusses automated minutes generation from legislative speeches. The study 

discussed in the given statement aimed to find meeting minutes in legislative speeches. In order to achieve this 

goal, the text of the speeches was divided into smaller chunks and the prominent characteristics of each chunk 

were extracted using a machine learning class

were then stored in a tree structure using a logical syntax tree, which made it easier to apply classifiers to 

extract important features from sentences.

The accuracy of the experiment was evalu

73.2%. Despite this relatively high accuracy, the study has certain limitations. One of the main limitations is 

that the remarks in parliament are typically prepared in advance, so the results f

accurate for unplanned sessions, such as routine office meetings. Additionally, the training process for the 

CRF classifier is computationally complex, making it challenging to retrain the model with new data if 

necessary[15]. 

4. Beam Tasbiraha Athaya et. al. conducted a research to manage meeting minutes and schedule meetings 

automatically. To encrypt the information and size of the files kept in their database, they employed the 

Base64 technique. Their work has the drawback of being

5. Atsuki Yamaguchi, et. al. proposes an automatic minuting system AutoMin2021 

task organised by Hitachi Systems. The task involved developing an automated minute

summarise a transcript into topic

this task was a reference-free method that utilised a pre

corpus of chat discourse. In the task, if
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Figure: Stages of proposed AMBOC Model 

The limitation of this study is that it is restricted to the Indonesian language. The use of the Google API has 

resulted in a reduced accuracy when applied to other languages. Further experimentation is necessary to 

enhance the performance of the AMBOC model. With continued testing, it is believed that the AMBOC model 

has the potential to demonstrate significant improvement in the future. 

Haitan Rachman et al. worked in the area of automatic generation of meeting minutes written in Indonesian. 

The authors aimed to balance the instances per class by using the Synthetic Minority Over

Technique (SMOTE) and resampled the current phrases. To achieve this, they employed four different 

Naive Bayes, Support Vector Machine Linear, IBk, and J48 tree - and used a transcript dataset to 

measure of 85.22 percent and found that resampling the model improved the 

performance to 94.52 percent. It is also noted that speaker recognition was not taken into account while 

reviewing the meeting minutes, which may have affected the overall outcome of the study.

xt provides a summary of the results of the study by Haitan Rachman et al. on automatic 

generation of meeting minutes in Indonesian. 

Justin Jian Zhang et. al.’s study discusses automated minutes generation from legislative speeches. The study 

the given statement aimed to find meeting minutes in legislative speeches. In order to achieve this 

goal, the text of the speeches was divided into smaller chunks and the prominent characteristics of each chunk 

were extracted using a machine learning classifier known as the Conditional Random Field (CRF). The chunks 

were then stored in a tree structure using a logical syntax tree, which made it easier to apply classifiers to 

extract important features from sentences. 

The accuracy of the experiment was evaluated using the ROGUE-L F-Measure, which showed an accuracy of 

73.2%. Despite this relatively high accuracy, the study has certain limitations. One of the main limitations is 

that the remarks in parliament are typically prepared in advance, so the results from this study may not be 

accurate for unplanned sessions, such as routine office meetings. Additionally, the training process for the 

CRF classifier is computationally complex, making it challenging to retrain the model with new data if 

m Tasbiraha Athaya et. al. conducted a research to manage meeting minutes and schedule meetings 

automatically. To encrypt the information and size of the files kept in their database, they employed the 

Base64 technique. Their work has the drawback of being unable to manage picture and video files [16].

Atsuki Yamaguchi, et. al. proposes an automatic minuting system AutoMin2021 - This research was a shared 

task organised by Hitachi Systems. The task involved developing an automated minute

summarise a transcript into topic-based blocks and generate a summary of the meeting. The approach used in 

free method that utilised a pre-trained BART model calibrated using a summary 

corpus of chat discourse. In the task, if a transcript or another minute was provided, the system used multiple 

 ISSN (Online) 2581-9429 

  

, Communication and Technology (IJARSCT) 

 505 

The limitation of this study is that it is restricted to the Indonesian language. The use of the Google API has 

resulted in a reduced accuracy when applied to other languages. Further experimentation is necessary to 
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relevance ratings to determine if the minute was taken from the same meeting. This approach received the 

highest adequacy score among all entries and performed well in terms of fluency 

Figure: Multiple interdependent segments transformed into summaries

The suggested model uses segmentation of phrases which outperformed the majority vote baseline models. 

The model requires training a machine learning model to 

6. Praribha Thorat, et. al. describes in this paper that performs the reverse of the desired output. It focuses on 

constructing a voice-based text summarizer. The proposed model summarises large amounts of t

and converts the summarised output into audio signals. The proposed approach in this research paper is novel 

in several ways. Firstly, it employs extractive text summarization to identify the most important paragraphs in 

the text. Secondly, it introduces a statistically innovative technique for ranking sentences, which is used to 

determine which sentences are to be selected and summarised by the summarizer. Thirdly, the selected 

sentences are combined to create a written summary, which is finall

This approach differs from traditional text summarization methods, which typically employ abstractive 

summarization, where the summarizer generates new sentences to represent the most important information in 

the text. However, extractive summarization has been shown to be more effective for text summarization, as it 

preserves the meaning of the original text and reduces the risk of introducing errors or inaccuracies[23]. 

7. J.N. Madhuri, et. al. outlines the strategy that employs

important paragraphs in the text. This study introduces an extractive

accompanied by a statistically innovative technique for ranking sentences. This ranking system is 

determine which sentences are to be selected and summarised by the summarizer. The selected sentences are 

then combined to create a written summary, which is finally converted into audio form. This innovative 

approach not only simplifies the proces

the user to listen to the summary instead of having to read through the entire text[18].

8. Josef Steinberger. et. al., presents a novel approach for evaluating the quality of text 

and summaries. The authors propose the use of latent semantic evaluation (LSE), which is based on latent 

semantic analysis (LSA), to overcome the limitations of traditional evaluation methods.ease, without having to 

go through the entire document in detail. The authors first provide a comprehensive overview of the current 

state of the field of text summarization, including both extractive and abstractive approaches. They also 

discuss existing evaluation methods and their limitations

summaries and the subjectivity of human evaluations. The authors then describe the LSE approach, which 

utilizes LSA to measure the semantic similarity between a summary and the original text.

The results of the experiments conducted by the authors show that LSE is effective in evaluating the quality of 

summaries generated by different algorithms, and that it provides more reliable results compared to traditional 

evaluation methods. The results also demonstrate

method for different summarization algorithms. The use of LSE has the potential to significantly improve the 

accuracy and reliability of summary evaluation, and to provide a more objective and consis

compare the performance of different summarization algorithms. The authors’ novel approach to evaluating 

summaries using LSE has the potential to greatly advance the field and provide more objective and accurate 

evaluation results[19]. 
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relevance ratings to determine if the minute was taken from the same meeting. This approach received the 

highest adequacy score among all entries and performed well in terms of fluency and grammatical accuracy. 

 
Multiple interdependent segments transformed into summaries

The suggested model uses segmentation of phrases which outperformed the majority vote baseline models. 

The model requires training a machine learning model to perform various tasks and make final decisions[17].

, et. al. describes in this paper that performs the reverse of the desired output. It focuses on 

based text summarizer. The proposed model summarises large amounts of t

and converts the summarised output into audio signals. The proposed approach in this research paper is novel 

in several ways. Firstly, it employs extractive text summarization to identify the most important paragraphs in 

introduces a statistically innovative technique for ranking sentences, which is used to 

determine which sentences are to be selected and summarised by the summarizer. Thirdly, the selected 

sentences are combined to create a written summary, which is finally converted into audio form.

This approach differs from traditional text summarization methods, which typically employ abstractive 

summarization, where the summarizer generates new sentences to represent the most important information in 

extractive summarization has been shown to be more effective for text summarization, as it 

preserves the meaning of the original text and reduces the risk of introducing errors or inaccuracies[23]. 

J.N. Madhuri, et. al. outlines the strategy that employs extractive text summarization to identify the most 

important paragraphs in the text. This study introduces an extractive-based text summary approach that is 

accompanied by a statistically innovative technique for ranking sentences. This ranking system is 

determine which sentences are to be selected and summarised by the summarizer. The selected sentences are 

then combined to create a written summary, which is finally converted into audio form. This innovative 

approach not only simplifies the process of summarising large amounts of text data but also makes it easier for 

the user to listen to the summary instead of having to read through the entire text[18].

Josef Steinberger. et. al., presents a novel approach for evaluating the quality of text 

and summaries. The authors propose the use of latent semantic evaluation (LSE), which is based on latent 

semantic analysis (LSA), to overcome the limitations of traditional evaluation methods.ease, without having to 

entire document in detail. The authors first provide a comprehensive overview of the current 

state of the field of text summarization, including both extractive and abstractive approaches. They also 

discuss existing evaluation methods and their limitations, such as the difficulty in obtaining reference 

summaries and the subjectivity of human evaluations. The authors then describe the LSE approach, which 

utilizes LSA to measure the semantic similarity between a summary and the original text.

he experiments conducted by the authors show that LSE is effective in evaluating the quality of 

summaries generated by different algorithms, and that it provides more reliable results compared to traditional 

evaluation methods. The results also demonstrate the potential of LSE to serve as a universal evaluation 

method for different summarization algorithms. The use of LSE has the potential to significantly improve the 

accuracy and reliability of summary evaluation, and to provide a more objective and consis

compare the performance of different summarization algorithms. The authors’ novel approach to evaluating 

summaries using LSE has the potential to greatly advance the field and provide more objective and accurate 
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and grammatical accuracy.  
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perform various tasks and make final decisions[17]. 
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This approach differs from traditional text summarization methods, which typically employ abstractive 

summarization, where the summarizer generates new sentences to represent the most important information in 

extractive summarization has been shown to be more effective for text summarization, as it 

preserves the meaning of the original text and reduces the risk of introducing errors or inaccuracies[23].  

extractive text summarization to identify the most 

based text summary approach that is 

accompanied by a statistically innovative technique for ranking sentences. This ranking system is used to 

determine which sentences are to be selected and summarised by the summarizer. The selected sentences are 

then combined to create a written summary, which is finally converted into audio form. This innovative 

s of summarising large amounts of text data but also makes it easier for 

the user to listen to the summary instead of having to read through the entire text[18]. 

Josef Steinberger. et. al., presents a novel approach for evaluating the quality of text summarization algorithms 

and summaries. The authors propose the use of latent semantic evaluation (LSE), which is based on latent 

semantic analysis (LSA), to overcome the limitations of traditional evaluation methods.ease, without having to 

entire document in detail. The authors first provide a comprehensive overview of the current 

state of the field of text summarization, including both extractive and abstractive approaches. They also 

, such as the difficulty in obtaining reference 

summaries and the subjectivity of human evaluations. The authors then describe the LSE approach, which 

utilizes LSA to measure the semantic similarity between a summary and the original text. 

he experiments conducted by the authors show that LSE is effective in evaluating the quality of 

summaries generated by different algorithms, and that it provides more reliable results compared to traditional 

the potential of LSE to serve as a universal evaluation 

method for different summarization algorithms. The use of LSE has the potential to significantly improve the 

accuracy and reliability of summary evaluation, and to provide a more objective and consistent way to 

compare the performance of different summarization algorithms. The authors’ novel approach to evaluating 

summaries using LSE has the potential to greatly advance the field and provide more objective and accurate 
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9. M.N. Inglole and et.al. presents a pioneering study on automatic consumer audio and video summarization, 

which achieves efficient summarization by logically segregating the analysis process. The authors make use of 

saliency models, which are widely recognized for

on creating automatic video summaries in the user domain, where previous methods face several challenges 

due to the complexity of content material analysis. The videos used in this study were re

unstructured settings with lighting, clutter, and significant camera motion, as well as poor quality sound due to 

the combination of multiple sound sources and significant background noise. These factors present unique 

difficulties for summarization and make the results of this study particularly significant. The authors' approach 

to overcome these challenges through the use of saliency models and logical segregation of the analysis 

process is novel and holds the potential to have a significant

summarization[20]. 

10. Athanasia Zlatintsi an et. al. have performed an approach that involves the combination of both audio and text 

information to identify and summarise the key and important events within the

study demonstrate that using this synergistic approach can lead to more accurate and effective summarization 

compared to methods that only use audio or text information alone. 

One of the key insights from this study is the 

important events. The authors take advantage of this by utilising auditory and perceptual signals such as noise 

level, roughness, and teaser power to measure the hearing capacity of the hum

signals are then used to identify and summarise the most important events in the audio data[21].

This approach has the potential to significantly advance the field of audio summarization. By combining audio 

and text information, the authors have created a method that can effectively capture the key events in audio 

data and present them in a summarised format. The use of auditory and perceptual signals to measure human 

hearing capacity is an innovative contribution that holds the po

field[21]. 

In our experiments, we discovered commonalities in the corpora utilised by previous research studies. It is not 

surprising that the same corpora can be used for both speech recognition (speech to t

summarization. The corpora used in the evaluated publications are listed in a table and are either publicly 

accessible or can be obtained upon request. The majority of the speech domain corpora are in English, feature 

one or two speakers, and vary in size from small to moderate, with very few exceeding 500 hours.

 

This preliminary survey of the speech recognition and summarization research literature has revealed several important 

gaps. Despite the availability of strategies for automatic speech summarization, there remains a substantial difference in 

quality between the automatic summarization and manual summarization performed by humans. Additionally, there has 

IJARSCT  
   

International Journal of Advanced Research in Science, Communication and

 Volume 3, Issue 1, February 2023 
 

              DOI: 10.48175/IJARSCT-8328 

glole and et.al. presents a pioneering study on automatic consumer audio and video summarization, 

which achieves efficient summarization by logically segregating the analysis process. The authors make use of 

saliency models, which are widely recognized for their effectiveness in summarization tasks. The work focuses 

on creating automatic video summaries in the user domain, where previous methods face several challenges 

due to the complexity of content material analysis. The videos used in this study were re

unstructured settings with lighting, clutter, and significant camera motion, as well as poor quality sound due to 

the combination of multiple sound sources and significant background noise. These factors present unique 

zation and make the results of this study particularly significant. The authors' approach 

to overcome these challenges through the use of saliency models and logical segregation of the analysis 

process is novel and holds the potential to have a significant impact on the field of consumer audio and video 

Athanasia Zlatintsi an et. al. have performed an approach that involves the combination of both audio and text 

information to identify and summarise the key and important events within the audio data. The results of the 

study demonstrate that using this synergistic approach can lead to more accurate and effective summarization 

compared to methods that only use audio or text information alone.  

One of the key insights from this study is the recognition of the human auditory system and its ability to detect 

important events. The authors take advantage of this by utilising auditory and perceptual signals such as noise 

level, roughness, and teaser power to measure the hearing capacity of the human auditory system. These 

signals are then used to identify and summarise the most important events in the audio data[21].

This approach has the potential to significantly advance the field of audio summarization. By combining audio 

he authors have created a method that can effectively capture the key events in audio 

data and present them in a summarised format. The use of auditory and perceptual signals to measure human 

hearing capacity is an innovative contribution that holds the potential to lead to further breakthroughs in the 

In our experiments, we discovered commonalities in the corpora utilised by previous research studies. It is not 

surprising that the same corpora can be used for both speech recognition (speech to t

summarization. The corpora used in the evaluated publications are listed in a table and are either publicly 

accessible or can be obtained upon request. The majority of the speech domain corpora are in English, feature 

s, and vary in size from small to moderate, with very few exceeding 500 hours.

Table: Characteristics of Corpus 

IV. MAIN FINDINGS 

This preliminary survey of the speech recognition and summarization research literature has revealed several important 

. Despite the availability of strategies for automatic speech summarization, there remains a substantial difference in 

quality between the automatic summarization and manual summarization performed by humans. Additionally, there has 
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unstructured settings with lighting, clutter, and significant camera motion, as well as poor quality sound due to 
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to overcome these challenges through the use of saliency models and logical segregation of the analysis 

impact on the field of consumer audio and video 

Athanasia Zlatintsi an et. al. have performed an approach that involves the combination of both audio and text 

audio data. The results of the 

study demonstrate that using this synergistic approach can lead to more accurate and effective summarization 

recognition of the human auditory system and its ability to detect 

important events. The authors take advantage of this by utilising auditory and perceptual signals such as noise 

an auditory system. These 

signals are then used to identify and summarise the most important events in the audio data[21]. 

This approach has the potential to significantly advance the field of audio summarization. By combining audio 

he authors have created a method that can effectively capture the key events in audio 

data and present them in a summarised format. The use of auditory and perceptual signals to measure human 

tential to lead to further breakthroughs in the 

In our experiments, we discovered commonalities in the corpora utilised by previous research studies. It is not 

surprising that the same corpora can be used for both speech recognition (speech to text) and audio/text 

summarization. The corpora used in the evaluated publications are listed in a table and are either publicly 

accessible or can be obtained upon request. The majority of the speech domain corpora are in English, feature 

s, and vary in size from small to moderate, with very few exceeding 500 hours. 

 

This preliminary survey of the speech recognition and summarization research literature has revealed several important 

. Despite the availability of strategies for automatic speech summarization, there remains a substantial difference in 

quality between the automatic summarization and manual summarization performed by humans. Additionally, there has 
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been limited research on abstractive summarization, which has the potential to be highly valuable. This lack of research 

is partly due to the absence of appropriate corpora, resources, and benchmark summaries in the audio domain. 

Another issue that has been identified is the limited number of task-based or extrinsic assessments in this field. Most of 

the existing research has focused on traditional summarization without considering the specific use case for which the 

summarization is intended. This makes it difficult to replicate and compare studies, as different researchers may use 

different corpora or different batches of the same corpus. 

Finally, the reliability of the speech-to-text conversion, the technique of feature selection, and the overall quality of 

summarization are all impacted by various factors, including the audio quality, the organised speech, and the speaker 

count[22]. To address these challenges and make progress in the field, future research should focus on developing 

robust and reliable methods for speech recognition and summarization, as well as creating appropriate corpora, 

resources, and benchmark summaries in the audio domain. 

 

4.1 Open Problems and Challenges 

1. Inaccuracies in Speech-to-Text Processing - Despite advancements in automatic speech recognition, these 

technologies still experience issues that affect the summarization of speech content. Machine learning and 

deep learning techniques, as well as language models, have the potential to improve ASR output accuracy, 

however, there is limited work in this area to date, including the use of indexing techniques. 

2. Speaker Segmentation - Summarising speech from multiple speakers remains a complex task. Diarization 

refers to the process of dividing an audio stream into segments associated with different speakers. Deep 

learning methods employed by tech companies such as Google and Microsoft have speaker diarization 

capabilities, but none of the existing automatic speech recognition (ASR) engines, including commercial ones, 

have fully solved the diarization problem.Summarizing speech with multiple speakers is difficult and may 

result in incorrect speaker identification or missing important information if sentences are not accurately 

detected. This is particularly problematic in question-answer sequences where short answers refer to previous 

speaker's utterances and the summarization process may not capture the full exchange. 

3. Discontinuities in Speech - It is normal for various types of disfluencies to occur in conversations, such as 

interruptions, overlapping speech, incorrect starts (e.g. "I'll, let's talk about it"), filler expressions (e.g. "of 

course", "ok", "you know"), non-lexical filled pauses (e.g. "umm", "uh"), and repetitions. Meetings and 

interviews are challenging for summarization due to disfluencies, filler phrases, redundancies, and lack of 

structure. 

4. Verbatim Text Summarization - Speech summarization consists of two steps - transcribing speech into text and 

then summarising the transcription. Another method is to create a summary directly from speech without 

transcribing it first. This can be achieved through the use of deep learning algorithms, computer vision 

methods, or by giving greater emphasis to the most commonly occurring audio patterns 

 

V. CONCLUSION 

In conclusion, the field of automatic meeting minute generation has made significant progress in recent years, driven by 

the increasing demand for more efficient and effective methods of summarising and documenting meetings. A wide 

range of techniques and approaches have been proposed and evaluated, including traditional NLP methods, deep 

learning models, and multimodal approaches that incorporate audio and visual information. 

Despite these advances, several challenges still remain in this field. For example, accurately transcribing speech, 

identifying speakers and their roles, and effectively summarising meeting content, especially in the presence of 

disfluencies and multiple speakers, remain difficult tasks. Additionally, the limited availability of annotated training 

data, and the lack of standard evaluation metrics, make it difficult to compare different methods and assess their relative 

strengths and weaknesses. 

Future research in this area should focus on addressing these challenges and developing more robust and effective 

methods for automatic meeting minute generation. Additionally, standardisation of evaluation metrics and the 

availability of large-scale annotated training data will be crucial for further progress in this field. 
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