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Abstract: Increasing Heart diseases in urban areas is major concern. It is not possible for common man to 

frequently undergo test like ECG and so there is need of system which can predict heart diseases which is 

reliable and budget friendly. Data mining techniques can be used to identify whether a patient is normal or 

having heart disease. We can predict the vulnerability on the basic symptoms like age, sex, pulse rate, etc. 

Machine learning algorithms can be used to precisely predict heart diseases. This paper presents a survey 

of various Machine learning algorithms like Naive Bayes, Logistic Regression, Decision Tree, Random 

Forest, Support Vector Machine. 
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I. INTRODUCTION 

Heart is one of the vital organ of human body, so the care of heart is essential. It pumps blood to every part  of human 

body. If it fails to function properly then brain and other organs will stop working, within a few minutes person will die. 

Normal person heart beat is 72 per minute and normal blood pressure is less than 120/80mmHg. In humans, the heart is 

approximately the size of closed fist. 

According to World Health Organization 31% deaths are caused due to heart diseases. Cardiovascular diseases(CVD) is 

a class that involves heart or blood vessels. CVD includes heart failure, stroke, abnormal heart rhythm, valvular 

diseases, venous thrombosis, carditis, etc. These diseases can be caused due to smoking, high blood pressure, pure diet, 

lack of exercise, obesity, high blood cholesterol, diabetes milletus, etc. 

Various machine learning algorithms under various conditions can be used to predict heart diseases. Algorithms such as 

Naive Bayes, Logistic Regression, Random Forest, Support Vector Machine. Naive Bayes is a classification technique 

based on Bayes’ theorem with an assumption of independence among predictor. Logistic Regression computes the 

probability of even occurrence. Random Forest is a classifier that contains a number of decision tree on various subsets 

of the given data sets and takes the average to improve the predictive accuracy of the that data set. Support Vector 

Machine is one of the most popular Supervised Learning Algorithm which is used for classification as well as 

Regression problems. 

 

II. RELATED WORK 

Title Author Abstract Algorithm 

Heart 

Disease 

Prediction 

using 

Machine 

Learning 

Algorithm. 

Archana Singh. 

Computer Science 

and Engineering 

Madan Mohan 

Malaviya University 

of Technology, 

Gorakhapur. 

 

Rakesh Kumar. 

Computer Science 

and Engineering 

Heart plays significant role in living 

organisms. 

Diagnosis and prediction of heart 

related diseases requires more 

precision, perfection and correctness 

because a little mistake 

can cause fatigue problem or death of 

the person, there are numerous death 

cases related to heart and their 

counting is increasing exponentially 

day by day. To deal with the problem 

Linear regression : 

It is the supervised  

learning technique. It is based on the 

relationship between independent 

variable and dependent variable 

variable “x” and “y” are independent 

and dependent variable and relation 

between them is shown by equation of 

line which is linear in nature that why 

this approach is called linear regression. 

Decision tree : On the other hand 
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Madan Mohan 

Malaviya University 

of Technology 

Gorakhapur, 

there is essential need of prediction 

system for awareness about 

diseases. Machine learning is the 

branch of Artificial Intelligence(AI), 

it provides prestigious support in 

predicting any kind of event which 

take training from natural events. In 

this paper, we calculate accuracy of 

machine learning algorithms for 

predicting heart disease, for this 

algorithms are k- nearest  neighbor, 

decision tree, linear regression and 

support vector machine(SVM) by 

using UCI repository dateset for 

training and testing. For 

implementation of Python 

Programming Anaconda (jupyter) 

notebook is best tool, which have 

many type of library, header file, 

that make the work more accurate 

and precise. 

decision tree is the graphical 

representation of 

the data and it is also the kind of 

supervised machine learning 

algorithms. 

Support Vector Machine : 

It is one category of machine learning 

technique which work on the concept of 

hyperplane means it classify the data 

by creating hyper plan between them. 

K-nearest  Neighbour : 

It work on the basis of distance 

between the location of data and on the 

basis of this distinct data are classified 

with each other. All the other group of 

data are called neighbor of each other 

and number of neighbor are decided by 

the user which play very crucial role in 

analysis of the dateset. 

Prediction 

of Heart 

Disease 

Using 

Machine 

Learning 

Algorithms

. 

Mr, Santha 

Krishnn. 

PG Student 

Department of 

Computer 

Applications Anna 

University, 

BIT Campus 

Health care field has a vast amount 

of data, for processing those data 

certain techniques are used. Data 

mining is one of the techniques often 

used. Heart diseases the Leading 

cause 

of death worldwide. This Health care 

field has a vast amount of data, for 

processing those data certain 

techniques are used. Data mining is 

one of the techniques often used. 

Heart diseases the Leading cause of 

death worldwide. This 

Decision Tree Classification 

Algorithm: 

The decision tree is a supervised 

machine learning algorithm. It handles 

both the categorical data and numerical 

data. Based on certain conditions it 

gives a categorical solution such 

Yes/No, True or false, 1 or 0.For 

handling medical dataset the Decision 

tree Classification algorithm is widely 

used. The result of this model differing 

from the other models like the knn 

model, SVM model. 

Naïve Bayes Classification 

Algorithm: Naïve Bayes classifier is a 

supervised algorithm which classifies the 

dateset on the basis of Bayes theorem. 

The Bayes theorem is a rule or the 

mathematical concept that is used to 

get the probability is called Bayes 

theorem. Bayes theorem requires some 

independent assumption and it requires  

independent variables which is the 

fundamental assumption of Bayes 

theorem. 

Prediction 

of Heart 

Disease 

Himanshu Sharma, 

Department of 

Computer 

According to recent survey by WHO 

organization 17.5 million people 

dead each year. It will increase to 75 

Decision tree : Decision Tree is a 

graphical representation of specific 

decision situation that used for 
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using 

Machine 

Learning 

Algorithms

: A  Survey 

Engineering and 

Applications, 

National Institute of 

Technical Teachers 

M A Rizvi, 

Department of 

Computer 

Engineering and 

Applications, 

National Institute of 

Technical Teachers’ 

Training and 

Research. 

million in the year 2030.Medical 

professionals working in the field of 

heart disease have their own 

limitation, they can predict chance of 

heart attack up to 67% accuracy, 

with the current epidemic scenario 

doctors need a support system for 

more accurate prediction of heart 

disease. Machine learning algorithm 

and deep learning opens new door 

opportunities for precise predication 

of heart attack. Paper provide slot 

information about state of art 

methods in Machine learning and 

deep learning. An analytical 

comparison has been provided to 

help new researches’ working in this 

field. 

predictive model, main component of 

decision tree involves root, nodes, and 

branching decision. There are few 

approaches for building tree such as 

ID3, CART, CYT, C5.0 and J48 as 

used the approaches to classify the 

dateset using J48, similarly have 

compared decision tree with 

classification output of other algorithm. 

Decision tree is used in those area of 

the medical science where numerous 

parameters involved in classification of 

data set. 

Support Vector Machine (SVM) : 

A SVM performs classification by 

finding the hyper plane that maximize 

the margin between two classes. The 

vectors that define the hyper plane are 

the support vectors. 

KNN : KNN is slow supervised 

learning algorithm, it take more time to 

get trained classification like other 

algorithm is divided into two step 

training from data and testing it on 

new instance . The K Nearest 

Neighbour working principles based 

on assignment of weight to the each 

data point which is called as neighbour. 

in K Nearest Neighbour distance is 

calculate for training dataset for each 

of the K Nearest data points now 

classification is done on basis of 

majority of votes there are three types 

of distances need tobe measured in 

KNN 

Effective 
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Heart disease is one of the most 

significant causes of mortality in the 

world today. Prediction of 

cardiovascular disease is a critical 

challenge in the area of clinical data 

analysis. 

Machine learning (ML) has been 

shown to be effective in assisting in 

making decisions and predictions 

from the large quantity of data 

produced by the healthcare industry. 

We have also seen ML techniques 

being used in recent developments in 

different areas of the Internet of 

Decision Trees For training samples of 

data D, the trees are constructed based 

on high entropy inputs. These trees are 

simple and fast constructed in a 

top down recursive divide and conquer 

(DAC) approach. Tree pruning is 

performed to remove the irrelevant 

samples on D. 

Support Vector Machine 

Let the training samples having dateset 

Data    yi, xi i 1, 2, . . . , n where 

xi R
n represent the ith vector and yi 

Represent the target item. The linear 

SVM finds the optimal hyperplane of 
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Gautam Srivastava 
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Inter neural 

Computing, China 

Medical University, 

Taichung 40402, 

Taiwan 

Things (IoT). Various studies give 

only a glimpse into predicting heart 

disease with ML techniques. In this 

paper, we propose a novel method 

that aims at finding significant 

features by applying machine 

learning techniques resulting in 

improving the accuracy in the 

prediction of cardiovascular disease. 

The prediction model is introduced 

with different combinations of 

features and several known 

classification techniques. We produce 

an enhanced performance level with 

an accuracy level of 88.7% through 

the prediction model for heart 

disease with the hybrid random 

forest with a linear model (HRFLM). 

the form f (x) wT x b where w is 

dimensional coefficient vector and b is 

a offset. This is done by solving the 

subsequent optimization problem 

Random Forest : This ensemble 

classifier builds several decision trees 

and incorporates  them to get the best 

result. For tree learning, it mainly 

applies bootstrap aggregating or 

bagging.  For a given data, X   = 

{x1, x2, x3, ..., xn} with responses Y = 

{x1, x2, x3, ..., xn}which repeats the 

bagging from b = 1 to B. 

Navie Bayes: This learning model 

applies Bayes rules through 

independent features. Every instance of 

data D is allotted to the class of highest 

subsequent probability. The model is 

trained through the Gaussian function 

with prior probability P Xf = priority 

∈ (0 : 1) 

Heart 

Disease 

Prediction 

Using 

Machine 

learning 

and Data 

Mining 

Technique 

Prof. Tejal 

Upadhyay 

Nirma University, 

Gujarat, India 

Principal 

Dr. Samir Patel 

Department of 

Computer Science 

and Engineering 

Jaymin Patel  

Grow More Faculty 

of Engineering, 

Ahmadabd, 

Heart disease is the main reason for 

death in the world over the last 

decade.Almost one person dies of 

Heart disease about every minute in 

the United States alone. Researchers 

have been using several data mining 

techniques to help health care 

professionals in the diagnosis of 

heart disease. However using data 

mining technique can reduce the 

number of test that are required. In 

order to reduce number of deaths 

from heart diseases there have to be 

a quick and efficient detection 

technique. Decision Tree is one of 

the effective data mining methods 

used. This research compares 

different algorithms   of Decision 

Tree classification seeking better 

performance in heart disease 

diagnosis using WEKA. The 

algorithms which are tested is J48 

algorithm, Logistic model tree 

algorithm and Random Forest 

algorithm. 

Classification Tree Algorithms Used 

J48 algorithm: J48 is an open source 

Java implementation of the C4.5 

algorithm in the WEKA tool. This 

algorithm utilizes an avaricious 

method to make decision trees for 

classification and uses decreased-error 

pruning. Decision tree is built by 

examining information hubs, which 

are utilized to assess hugeness of 

existing highlights 

Logistic Model Tree Algorithm: 

Logistic Model Tree is the classifier 

for building logistic model trees, which 

consist of a decision tree structure with 

logistic regression function at the 

leaves. The algorithm can oversee 

parallel and multi-class target 

variables, numeric and nominal 

attributes and missing qualities. A 

combination of learners that    rely   

on    simple regression models if only 

little and/or noisy data is available 

and add a more complex tree 

structure if there is enough data to 

warrant such a structure. 

Random Forest Algorithm: Random 

forest is an ensemble classifier that 
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consists of many decision trees. The 

output of the classes is represented by 

individual trees. It is derived from 

random decision a forest that was 

proposed by Tin Kam Ho of Bell Labs 

in 1995 

 

III. SUPPORT VECTOR MACHINE 

It works on the concept of  Hyper plane means it classify the data by creating hyper plane between them. A simple 

SVM works by making a straight line between two classes. That means all the data points on one side of line will 

represent a category and the data points on the other side of the line will be put into different category. SVM Algorithm 

better because it chooses the best line to classify your data points. SVM are used in application like Handwriting 

recognition, Face Detection, Email Classification, Gene Classification and in Web Pages. There are advantages of SVM 

like : 

 It is Effective on Datasets with multiple features like financial or medical data. 

 It is Effective in cases where no of features is greater than no of data points. 

 It uses Subset of training points in the decision function called Support Vectors which makes it memory 

efficient 

Algorithm Accuracy Classification Error Precision 

Decision Tree 85 15.0 86 

Naive Bayes 75.8 24.2 90.5 

Logistic Regression 82.9 17.1 89.6 

Random Forest 86.7 13.9 87.1 

SVM 86.1 13.9 86.1 

 

IV. CONCLUSION 

Heart disease is crucial problem in human society. Prediction about heart diseases is also important concern so the 

accuracy of algorithm is one of the parameter for analysis . Accuracy depends on dataset that is used for training and 

testing purpose. There is huge scope for machine learning algorithm in predicting heart disease. When naive byes and 

Decision tree were applied on same dataset Decision tree accuracy is 91% were naive bayes has 87%. Decision tree 

algorithm is better for handling medical dataset . All algorithm mentioned have perform extremely well in some cases 

but poorly in some other cases. Decision tree with PCA performed well but Decision tree performed extremely poor in 

some other cases due to over fitting. Random forest in ensembles model they performed well because the solve 

overfittting problem by implying multiple algorithm. Models like naive bayes were computationally very fast and have 

also performed well. SVM performed extremly well for most of the cases. A lot of research is required to handle high 

dimensional data and over fitting problem. 
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