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Abstract: In Open Shortest Path First (OSPF) networks, this research suggests a fast-convergence strategy 

to update metrics without looping. In OSPF networks, packets may occasionally be routed in a loop while 

metrics are being updated to enhance routing performance. As a result, network resources are inefficient 

and packets are lost. A traditional strategy gives each router precedence to update measurements in order 

to prevent transitory loops. When the updated metrics differ from the ones before to the update in terms of 

both larger and smaller values, it requires two updating methods, each of which contains either bigger or 

smaller values. Convergence to update all the metrics in the typical method takes time. This paper covers 

an introduction, benefits, drawbacks, and applications. It also compares OSPF with RIP and discusses its 

areas, routers, network kinds, and convergence technique. 
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I. INTRODUCTION 

The Open Shortest Path First (OSPF) routing protocol is used in IP networks to determine which path packets should 

travel. It operates within a single autonomous system, utilises a link state routing algorithm, and belongs to the class of 

interior routing protocols(AS). After identifying topological changes, such as link failures, OSPF quickly settles on 

a new an OSPF network may be organised, or separated, into routing areas. For route flooding on a broadcast domain, 

OSPF employs multicast addressing. 

 

1.1 Benefits 

 Variable Length Subnet Masks are supported by OSPF (VLSM). 

 More compact routing tables 

 An OSPF network propagates changes fast. 

 Due to the open standard, multi-vendor integration is made simpler. Redistribution amongst suppliers is 

not necessary. If utilising hardware from a different vendor, it can be less expensive. 

 

1.2 Limitations 

 OSPF keeps numerous copies of routing information, increasing the amount of memory required. 

 OSPF is extremely processor-intensive. 

 Using regions, OSPF may be logically divided (this has both positive and negative effects). 

 

1.3 Applications 

The first widely used routing protocol that could converge a network in just a few loop-free routing 

configuration. The shortest path tree for each route is calculated using the shortest path first algorithm, a Dijkstra's 

algorithm-based method. To streamline management and improve traffic and resource usage, 

the kind that is more typical of ISP networks than business networks. Although there have been certain historical 

accidents that have made IS-IS the chosen IGP for ISPs, ISPs may now decide to employ the characteristics of the more 

effective OSPF implementations after carefully weighing the advantages and disadvantages of IS-IS in service 

provider contexts. 

As previously indicated, OSPF can offer superior load-sharing on external lines compared to other IGPs. Other routers 
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will travel to the ASBR with the lowest path cost from their location when the default route to an ISP is injected into 

OSPF from several ASBRs as a Type I external route with the same external cost configured. By changing the external 

cost, this can be improved. The higher-cost default defaults become the backup only if the default route from separate 

ISPs is injected with different external prices, which is known as a Type II external route. 

The only actual constraint that would force significant ISPs to choose IS-IS over OSPF is if their network has more than 

850 routers. Although an OSPF network with more than 1000 routers has been mentioned, this is extremely unusual, 

and the network must be properly built to reduce overhead to achieve steady functioning. 

 

II. COMPARISON OF OSPF WITH RIP 

The Routing Information Protocol (RIP), a more dated routing protocol that is implemented in many of today's business 

networks, is replaced by OSPF (Open Shortest Path First) in bigger autonomous system networks. The Internet 

Engineering Task Force (IETF) has identified OSPF as one of many Interior Gateway Protocols, along with RIP (IGPs). 

To ensure that all hosts in the network have access to the same routing table information, OSPF requires that any host 

that receives a modification to a routing table or notices a change in the network instantly multicast the information to 

all other hosts in the network. The host utilising OSPF communicates just the portion of the routing table that has 

changed, unlike RIP, which sends the whole routing table. Every 30 seconds, RIP sends the routing table to a 

neighbouring server. Only after a change has been made does OSPF broadcast the revised data. 

seconds while also ensuring loop-free pathways was OSPF. It includes several capabilities that enable load sharing, the 

enforcement of regulations about the propagation of routes that may be best kept local, and the selective import of 

routes other than IS-IS. Contrarily, IS-IS may be configured for lower overhead in a steady network, OSPF based its 

path descriptions on "link states," which take into consideration extra network information, as opposed to only counting 

the number of hops. In order to give specific pathways priority, OSPF also enables users to designate cost metrics to a 

particular host router. In order to partition a network, OSPF allows a changeable network subnet mask. For router-to-

end station communication, OSPF supports RIP. Since many networks that employ RIP are already in use, router 

makers frequently include RIP functionality into routers that are mainly built for OSPF. 

 

III. OSPF ROUTER TYPES 

3.1 Internal Routers 

An internal router can only connect to one OSPF area. All of its interfaces connect to the region in which it is located, 

and it has no links to any other regions. If a router connects to many places, it will fall under one of the categories 

below. 

 

3.2 Backbone Routers 

Backbone routers have interfaces in Region 0, or the backbone area. 

 

3.3 Area Border Router (ABR) 

ABRs, or area border routers, are routers that link several regions. Usually, non-backbone locations are connected to 

the backbone via an ABR. If OSPF virtual connections are enabled, the area using the virtual link will be linked to 

another non-backbone area via an ABR. 

 

3.4 Autonomous System Boundary Router (ASBR) 

Uncontrolled systems A router known as a boundary router connects two autonomous systems using OSPF (ASBR). 

OSPF selects two or more routers to manage Link State Advertisements. 

 

3.5 Designated Router (DR) 

In each OSPF region, there will be a primary designated router and a secondary designated router. The Designated 

Router (DR), which is the router, receives Link State Advertisements from all other routers in the area. The selected 

router will keep track of any connection status changes and make sure that the LSAs are transmitted to the remainder of 

the network via a dependable multicast transport. 
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3.6 Backup Designated Router (BDR) 

A Backup Designated Router will also be chosen in the same election as the Designated Router (BDR). The BDR takes 

over in the event that the DR fails. 

 

IV. OSPF AREAS 

To put a hierarchical structure on the data flow over the network, OSPF areas are utilised. In an OSPF network, there 

must always be at least one area, and if there are two, one of them must be the backbone area. The backbone and all 

additional regions that are related to it make up the only two tiers of the OSPF hierarchy. Areas are used to organise 

routers into controllable groups so that they may communicate routing information locally while summarising it for 

external route advertising. A typical OSPF network resembles a large bubble (the backbone region) with several smaller 

bubbles (stub areas) connected to it directly. The regions are linked together via Area Border Routers (ABR). A 

designated router (DR) and a backup designated router (BDR) will be chosen for each area to help flood Link State 

Advertisements (LSAs) throughout the region. 

 

4.1 Backbone (Area 0) 

In every network utilising OSPF, the backbone is the first area you should always establish, and the backbone is 

always Area 0. (zero). The OSPF backbone area is readily accessible from every region. Make sure there is little to no 

chance of the OSPF backbone area being divided into two or more portions by a router or connection failure while 

constructing the backbone area. Large portions of the network will become inaccessible if the OSPF backbone splits as 

a result of hardware issues or access lists. 

 

4.2 Totally Stub Area 

Only the backbone portion is connected to a completely stubby area. A completely stubby/totally stub region doesn't 

promote the paths it is familiar with. No Link State Advertisements are sent by it. The default route from an external 

area, which must be the backbone area, is the sole route a completely stub region receives. The fully stub region can 

connect with the rest of the network thanks to this default route. 

 

4.3 Stub Area 

Only the backbone area is connected to stub portions. Even if the route originates in another area, stub areas only get 

routes from within the autonomous system. They do not receive routes from outside the autonomous system. 

 

4.4 Not-So-Stubby (NSSA) 

The internal company network should frequently be connected to the Internet using a different network. An autonomous 

system boundary router (ASBR) may be installed in a non-backbone area according to OSPF's rules. In this scenario, 

routes from outside the OSPF autonomous system must be learned by the stub area. Thus, the Sort 7 LSA was a new 

type of LSA that was needed. The Autonomous System Boundary Router (ASBR) generates Type 7 LSAs, which are 

then transmitted to the backbone through the ABR of the stub region. This enables the other regions to pick up routes 

outside of the OSPF routing domain. 

 

4.5 Virtual Links 

When a network has to be connected to an OSPF system that already exists but can't be physically connected to the 

routers in the OSPF backbone region, virtual connections are employed. To establish a virtual direct connection to the 

backbone area, you can construct an OSPF virtual link from the area to a backbone router. Through a second 

intermediate region, this virtual link serves as a tunnel that sends LSAs to the backbone. 

 

V. OSPF METRICS 

As a fundamental routing measure, OSPF utilises path cost. This metric was chosen by the network designer since it was 

declared by the standard not to be equal to any standard value, such as speed. In reality, the speed (bandwidth) of the 

interface addressing the specified route determines it, however now that connections greater than 100 Mbit/s are 



IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 3, Issue 2, January 2023 
 

Copyright to IJARSCT               DOI: 10.48175/IJARSCT-8024 675 

www.ijarsct.co.in 

Impact Factor: 7.301 

typical, it often requires network-specific scaling factors. Cisco use a statistic like 108/bandwidth (the default base value 

is 108, but it may be changed). A 100Mbit/s link will thus cost 1, a 10Mbit/s link will cost 10, and so forth. But the 

price would be $1 for links that are faster than 100Mbit/s. 

However, metrics can only be directly compared when they of the same kind. There are four distinct categories of 

metrics. These categories are listed in order of decreasing preference (for instance, an internal route is always favoured 

over an external route regardless of metric): 

 Internal area 

 Area to area 

 External Type 1, which accounts for the total internal path costs as well as the external path cost to the ASBR 

that promotes the route. 

 External Type 2, which just has the external route cost as its value 

 

VI. OSPF NETWORK TYPES 

The kind of network that the OSPF interface is linked to determines the OSPF message addresses. When configuring an 

interface on an OSPF router, you must pick one of the following OSPF network types. 

 

6.1 Broadcast 

A network that can link more than two routers and has a hardware broadcast feature that allows each router connected 

to the network to receive the same packet when it is transmitted. Broadcast networks include FDDI, Token Ring, and 

Ethernet. IP multicast addresses are used for OSPF messages transmitted on broadcast networks. 

 

6.1 Point-to-Point 

A network with a maximum of two routers. Point-to-point networks include leased-line WAN connections like 

Dataphone Digital Service (DDS) and T Carrier. On point-to-point networks, OSPF messages are sent using IP 

multicast addresses. 

 

6.3 Non-Broadcast Multiple Access 

A network without hardware broadcast capabilities that can link more than two routers. Networks that use Non-

Broadcast Multiple Access (NBMA) include X.25, Frame Relay, and ATM. Because not all OSPF routers on the 

network get multicasted OSPF messages, OSPF must be set to unicast to the NBMA network's routers' IP addresses. 

 

VII. CONVERGENCE SCHEME IN OSPF 

One of the key characteristics built into OSPF's early design was how quickly it converges compared to other protocols. 

You must take into account the three factors that affect how long OSPF takes to converge in order to maintain this 

desirable feature's full functionality in your network: 

 The time it takes for OSPF to find a connection or interface failure. 

 The time it takes for routers to generate a fresh routing table, execute the Shortest Path First algorithm, and 

communicate routing information through LSAs. 

 A default built-in SPF delay duration of five seconds. 

As a result, it takes OSPF around a second on average to propagate LSAs and execute the SPF algorithm again. 

 

VIII. CONCLUSION 

This article discusses OSPF networks and its convergence strategies for quickly updating metrics in OSPF networks 

without loops. The targeted routes in the proposed scheme are the same as those in the conventional scheme, and it 

converts a set of the updated measurements into a second set of metrics that are identical to it or have greater or lower 

values than the metrics they replaced. 
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