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Abstract: The development and exploitation of several prominent Data mining techniques in numerous real-

world application areas (e.g. Industry, Healthcare and Bio science) has led to the utilization of such 

techniques in machine learning environments, in order to extract useful pieces of information of the specified 

data in healthcare communities, biomedical fields etc. The accurate analysis of medical database benefits in 

early disease prediction, patient care and community services. The techniques of machine learning have been 

successfully employed in assorted applications including Disease prediction. The aim of developing classifier 

system using machine learning algorithms is to immensely help to solve the health-related issues by assisting 

the physicians to predict and diagnose diseases at an early stage. A Sample data of 4920 patients’ records 

diagnosed with 41 diseases was selected for analysis. A dependent variable was composed of 41 diseases. 95 

of 132 independent variables (symptoms) closely related to diseases were selected and optimized. This 

research work carried out demonstrates the disease prediction system developed using Machine learning 

algorithms such as the Decision Tree classifier, Random forest classifier, and Naïve Bayes classifier. The 

paper presents the comparative study of the results of the above algorithms used. 
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I. INTRODUCTION 

It has always been difficult to find a new medicine. A new medicine is researched and developed over a long period of 

time. The total number of candidate molecules in the foundation phase of drug discovery for any disease was estimated 

to be between 1060 and 10200 [1]. The reason for this is; It takes a long time to find the right compounds for making a 

new medicine. In the past, the medical industry did not have facilities that utilized machine learning strategies to 

investigate potential medicines. Since the advent of artificial intelligence (AI), the field of computer applications has seen 

significant growth. The idea of artificial intelligence is nothing more than a computerized simulation of human 

intelligence. The process of machine learning, which entails gathering information, developing rules for extracting it, 

demonstrating approximate or definite inferences, and verifying, is the foundation for the development of artificial 

intelligence. The precision of machine learning algorithms is the foundation of artificial intelligence's success. The 

availability of a substantial training dataset is primarily what determines a machine learning algorithm's accuracy. We 

now have a lot of data to train a system with. The integration of AI into the drug development process has evolved to a 

greater extent. AI is now playing a significant role in this analysis and development of drug discovery. Based on the 

requirements, pharmaceutical companies, AI-focused research and development institutions, and medical professionals 

can collaborate to investigate the new medicine. Numerous earlier works can be found in the literature for drug 

recommendations. A recurrent neural network (RNN) was proposed by Yasonik et al. [2] to generate molecules for drug 

discovery. Using transfer learning, the network was fine-tuned by investigating the generated molecules. The authors of 

the manuscript [3,4] describe how artificial intelligence can be used to investigate medicine. A system of evidence-based 

assessment is described in [5,6]. Machine learning algorithms will be used to make medical recommendations in the 

future .The system collects a lot of data based on the information patients provide. Utilizing these data systems enables 

training and the recommendation of medications. In [7], a few researchers have fostered a patient eating routine 

suggestion framework utilizing AI approach. For various medical diagnoses, various machine learning approaches have 

been developed. [8,9] provides a description of these strategies. Leung and others 10] have talked about how biologists, 

data scientists, and medical researchers working together on the development of genomic medicine can benefit from 
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machine learning techniques. There are a number of papers in [11-13] that discuss the applications of machine learning 

techniques to medical imaging. For the purpose of predicting diseases, some authors used a deep learning approach to 

explore information from medical imaging data [14–16].In this work, we try to figure out which medicine is best for a 

disease that our system recommends. The goal of our work is to develop a machine learning-based system that can suggest 

medications based on symptoms. As we have seen, there are numerous diseases that, if their symptoms are similar, can 

be treated with the same medications. In addition, it is able to locate the chemical composition that is closest to what is 

needed to create the novel drug for any new diseases. The initial list of known diseases and their symptoms has been 

prepared. The medicines and their components are then examined in relation to the aforementioned conditions. This side 

effect based sickness expectation strategies might help specialists to endorsed the medication with more precision. 

 

II. OVERVIEW 

The dataset we have considered consists of 132 symptoms, the combination or permutations of which leads to 41 diseases. 

Based on the 4920 records of patients, we aim to develop a prediction model that takes in the symptoms from the user 

and predicts the disease he is more likely to have. The considered symptoms are: 
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The diseases considered are: 
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III. METHODOLOGY 

The Decision Tree Classifier [19], Random Forest Classifier [22], and Naive Bayes Classifier [23] are the three data 

mining algorithms that are utilized in the implementation of the disease prediction system. First, we used each of the three 

classifiers to train our disease prediction system separately, and then we looked at the results. because accurate diagnosis 

and prediction of a disease are crucial to a patient's successful treatment. Consequently, we have assigned distinct 

prediction levels based on the predictions made by multiple classifiers. Similarly, a single classifier can predict a distinct 

disease while two classifiers can predict a particular disease. As a result, we have deemed the level of prediction to be 

high if the same disease is predicted by all of the classifiers. On the other hand, we take a disease's average level of 

prediction into account if it is predicted by two classifiers but not by just one. If all classifiers correctly predict different 

diseases, the Naive Bayes classifier is used to make the final prediction. Because the Naive-based classifier provides 

greater accuracy and avoids the issue of overfitting. Some diseases' prediction levels are described in detail in Table 1. 

The block diagram of the proposed architecture is depicted in Figure 1. The description and working of the algorithms 

are given below. 

 

 

 

 

 

 

 

 

 

 

Table 1: Final prediction and level of prediction of diseases 

Figure 1: Block diagram of prediction model 

 

3.1 Decision Tree Classifier 

It is a decision tree-framed classification model. Every node in this tree specifies a test for the attribute, and each branch 

that comes from that node resembles one of the attribute's promising values. It divides the dataset into smaller and smaller 

subsets by learning a series of overt "if-then" rules on feature values (symptoms in our case), which allows it to predict 
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our objective (i.e., disease prediction). Decision nodes and leaf nodes are the two parts of the decision tree classifier. 

 Decision node: If a node is further splits into sub-nodes, then this node is called as the decision node. In this 

presented work, all the symptoms (features) are considered as decision nodes. 

 Leaf node: The nodes from which there is no subordinate nodes coming off are considered as leaf nodes. In other 

words, they don't further split the data anymore. At the level of leaf nodes, we achieve the classification level. 

Leaf node represents the classification which is the decision of a class. In this work the diseases are correspond 

to the leaf nodes. 

 

3.2 Random forest classifier 

Random forest is a popular machine learning algorithm that gives excellent results most of the time. It is pretty easy to 

use for the classification purpose. The drawback of using decision tree algorithm is that it suffers from the overfitting 

problems. Basically, Random forest classifier crafts a set of decision trees from an arbitrarily chosen subset of the training 

set. Finally, it collects the outcomes from different decision trees to decide the final prediction. It is a kind of ensemble 

learning based meta estimator that ensembles a many decision tree classifiers on various sub-samples of the data.  

 

3.3 Naive bayes classifier  

Naive Bayes classifier is a supervised learning approach. It uses the Bayes theorem concept for solving the classification 

problems. It is mostly appropriate to use in those classification problem which have a high-dimensional dataset. It is one 

of the simplest and effective classification algorithms which can be used in the rapid development of the machine learning 

models with quick predictions. The basic Naive Bayes concept is that each feature contributes independently and equally 

towards obtaining the results. One more specialty of this algorithm is; it needs very less computational power. 

 
 According to our work, we have mapped the formulation parameters of the Bays theorem. In the above formula, D 

denotes class (Disease) and S denotes Features (Symptoms). 

Key Terms  

 P(D) -: Prior probability is the proportion of Disease in the considered data set. 

 P(D|S)-: Posterior probability 

 P(S|D)-: Likelihood is the probability of classification a disease in presence of some other symptoms. 

 P(S)-: Predictor Prior Probability is the proportion of symptoms in the dataset. 

 

Example 

Considering medical record available in Table 2, we estimate the Naïve Bayes results for the set of symptoms. If a 

particular symptom is present, then we have indicated it by 1. Similarly, if that symptom is not found then it is marked as 

0. The disease prediction has been explained by the following example. Let us consider, for a disease the symptoms 

details are as follows: 

 High fever= Present (denoted by value’1’)  

 Shivering=Present (denoted by value ‘1’) 

 features considered = 4 

 Rash=Absent (denoted by value ‘0’) 

 Joint Pain=Present (denoted by value ‘1’) 

 Symptoms=High fever, Rash, Shivering, Joint Pain. 

 Classes = Dengue, Zika Virus 
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Table 2: Sample medical record 

As per the dataset we have considered: 

1. Likelihood = P (Feature=symptoms |Class=Dengue, Zika Virus) 

2. Marginal Likelihood= P(Features=symptoms)  

3. Prior Likelihood= P(Class) 

The prediction is thus made by comparing the posterior probabilities for each class (i.e. For each disease) after observing 

the input symptoms. 

 ‘S1’ for ‘High fever’,  

 ‘S2’ for ‘Rash’, 

 ‘S3’ for ‘Shivering’, 

 ‘S4’ for ‘Joint Pain’ and ‘D’ for ‘Diseases(class)’.  

Firstly, the probability for Dengue is estimated (i.e. the class=Dengue with input symptoms as follows: 

“High fever=Present”; “Rash=Absent”; “Shivering=Present”; “Joint Pain=Present”) 

Thus, the formula modifies to: 

P (S=Dengue | S1=Present, S2=Absent, S3=Present, S4=Present) = P (S1=Present, S2=Absent. S3=Present, S4=Present 

| S=Dengue) * P(S=Dengue) = P (S1=Present | S=Dengue) * P (S2=Absent | S=Dengue) * P (S3=Present | S=Dengue) * 

P (S4=Present | S=Dengue) * P(S=Dengue) 

 =4/12 * 4/12 * 5/12 *5/12*8/12 =0.01286 

Secondly, the probability for Zika Virus is estimated (i.e. the class=Zika Virus with the same input symptoms as 

mentioned in the above step)  

P (S=Zika Virus | S1=Present, S2=Absent, S3=Present, S4=Present)= P (S1=Present, S2=Absent. S3=Present, S4=Present 

| S=Zika Virus) * P(S=Zika Virus) = P (S1=Present | S=Zika Virus) * P (S2=Absent | S=Zika Virus) * P (S3=Present | 

S=Zika Virus) * P (S4=Present | S=Zika Virus) * P(S=Zika Virus)  

= 3/12 * 0 * 2/12 * 2/12 * 4/12  

= 0.002348 0.0128 > 0.0023 --- > P(S=Dengue) > P(S=Zika Virus) 

Thus, we can predict that the considered data point belongs to the class “Dengue”, i.e. the patient with the symptoms 

High fever, Shivering, and Joint Pain are more likely to have Dengue than Zika Virus. 

 

IV. IMPLEMENTATION AND RESULTS 

4.1 Performance of Algorithms on Training Data 

The system was trained on medical record of 4920 patients prone to 41 diseases which was due to the combination of 

various symptoms. We have considered 95 symptoms out of 132 symptoms to avoid overfitting. We used the K fold cross 

validation technique (K=5) to check the performance of all three algorithms on the dataset. 
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Figure 2 : Box and whisker plot of comparision of algorithms performance on training set 

The above figure is a box and whisker plot showing the spread of the accuracy scores across each cross-validation fold 

(K=5) for each algorithm. From these results, we can infer that all the three algorithms work exceptionally well on the 

dataset. However, Naïve Bayes is perhaps working a little better when compared to the other two algorithms. 

The accuracy score of each algorithm after training were:  

    

 

 

 

 

 

 

Table 3: Accuracy table 

Performance of Algorithms on test data after training, the system was tested on 41 new patients records considering 95 

symptoms. The accuracy score and the confusion matrix is given as by:  

Table 4: Accuracy and confusion matrix 

From the above table, we can infer that all the algorithms have equal accuracy score. The accuracy in terms of percentage: 

95.12 percentage. 

 

V. CONCLUSION 

From the historical development of machine learning and its applications in medical sector, it can be shown that systems 

and methodologies have been emerged that has enabled sophisticated data analysis by simple and straightforward use of 

machine learning algorithms. This paper presents a comprehensive comparative study of three algorithms performance 

on a medical record each yielding an accuracy up to 95 percent. The performance is analyzed through confusion matrix 

and accuracy score. Artificial Intelligence will play even more important role in data analysis in the future due to the 

availability of huge data produced and stored by the modern technology. 
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