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Abstract: Now a days with the increasing popularity of internet, online marketing is going to become more 

and more popular. This is because, a lot of products and services are easily available online. Hence, 

reviews about these all products and services are very important for customers as well as organizations. 

Prior to buying a product, people usually inform themselves by reading online reviews. To make more 

profit sellers often try to fake user experience. As customers are being deceived this way, recognizing and 

removing fake reviews is of great importance. 
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I. INTRODUCTION 

As Internet continues to grow, online reviews are becoming more relevant source of information. Knowing that 

products’ success depends on customer reviews, sellers often try to deceive buyers by posting fake comments. Sellers 

can post reviews themselves or pay other individuals to do it for them. This practice of posting fraudulent reviews is 

known as opinion or review spam. Spammers can be hired to post positive reviews, or to write bad reviews to damage 

competitors’ business. 

 

II. LITERATURE SURVEY 

Literature survey is gathering the information of previous work done related to your project. It contains the research 

study year, researchers name, technologies used and drawback of the system.Detection of opinion spam was first 

introduced by Jindal & Liu in 2008. They categorized the review spam into 3 categories: Untruthful opinions (if 

fraudsters write positive fake opinions to promote some targets is called as hyper spam and if fraudsters write negative 

fake opinions to damage the reputation of some targets is called as defaming spam), reviews on brands only (fraudsters 

write only about the brand, i.e. the manufacturers of the products rather than the products) and non-reviews (fraudsters 

write something that is totally unrelated to the products, this may be either advertisements or irrelevant opinion). 

Authors introduced three types of feature in their proposed work i.e., review centric features, reviewer centric features 

and product centric features. Lim et al. proposed a model that is based on behavior of spammers. They used to assign a 

rank to spammer on the basis of behavior scoring method and they detect spammers according to that rank. Authors 

collected data set from amazon.com and applied the concept of both behavior scoring method and supervised learning 

technique to detect review spammers. 

 

III. MODELLING AND DESIGN 

3.1 SDLC–Waterfall Model 

TheWaterfallModelwasthefirstProcessModeltobeintroduced.Itisalsoreferredtoasa linear-sequential life cycle model. It 

is very simple to understand and use. In a waterfall model, each phase must be completed before the next phase can 

begin and there is no overlapping in the phases Level-2 Heading: A level-2 heading must be in Italic, left-justified and 

numbered using an uppercase alphabetic letter followed by a period. For example, see heading “C. Section Headings” 

above. The Waterfall model is the earliest SDLC approach that was used for software development. The waterfall 

Model illustrates the software development process in a linear sequential flow. This means that any phase in the 

development process begins only if the previous phase is complete. In this waterfall model, the phases do not overlap. 
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3.2 Waterfall Model–Design 

Waterfall approach was first SDLC Model to be used widely in Software 

In "The Waterfall" approach, the whole process of software

 

3.3 Block Diagram 

As shown in above architecture a dataset has been 

evaluated. The purpose of preprocessing is to convert raw data into a form that fits machine learning. Structured and 

clean data allows a data scientist to get more precise results from an applied

includes data formatting, cleaning, and sampling. A dataset used for machine learning should be partitioned into three 

subsets training, test, and validation sets. Training set. A data scientist uses a training set to

optimal parameters it has to learn from data. Test set.

 

3.4 System Architecture 

In above architecture a dataset has been collected and a classification model has been developed and evaluated. The 

purpose of preprocessing is to convert raw data into a form that fits machine learning. Structured and clean data allows 

a data scientist to get more precise results from an applied machine learning model.The technique includes data 

formatting, cleaning, and sampling. A dataset used for machine learning should be partitioned into three subsets 

training, test, and validation sets. Training set.
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Waterfall approach was first SDLC Model to be used widely in Software Engineering to ensure success of the project. 

In "The Waterfall" approach, the whole process of software development is divided into separate phases .

 
Figure 1: Waterfall Model 

As shown in above architecture a dataset has been collected and a classification model has been developed and 

evaluated. The purpose of preprocessing is to convert raw data into a form that fits machine learning. Structured and 

clean data allows a data scientist to get more precise results from an applied machine learning model. The technique 

includes data formatting, cleaning, and sampling. A dataset used for machine learning should be partitioned into three 

subsets training, test, and validation sets. Training set. A data scientist uses a training set to train a model and define its 

optimal parameters it has to learn from data. Test set. 

 

Figure 2: Block diagram 

n above architecture a dataset has been collected and a classification model has been developed and evaluated. The 

purpose of preprocessing is to convert raw data into a form that fits machine learning. Structured and clean data allows 

a data scientist to get more precise results from an applied machine learning model.The technique includes data 

nd sampling. A dataset used for machine learning should be partitioned into three subsets 

training, test, and validation sets. Training set. 
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ensure success of the project. 

development is divided into separate phases . 

 

collected and a classification model has been developed and 

evaluated. The purpose of preprocessing is to convert raw data into a form that fits machine learning. Structured and 

machine learning model. The technique 

includes data formatting, cleaning, and sampling. A dataset used for machine learning should be partitioned into three 

train a model and define its 

n above architecture a dataset has been collected and a classification model has been developed and evaluated. The 

purpose of preprocessing is to convert raw data into a form that fits machine learning. Structured and clean data allows 

a data scientist to get more precise results from an applied machine learning model.The technique includes data 

nd sampling. A dataset used for machine learning should be partitioned into three subsets 
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This paper presented an extensive survey of the 

detection. The spam review detection using ML is designed for filtering the fake reviews.

positive reviews about products to promote them. In some cases

products are given in order to damage their reputation. Some of these consists of non

which contain no opinions about the product

deviate the consumers opinion in a certain direction becomes even more difficult.
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Figure 3: System architecture 

IV. CONCLUSION 

This paper presented an extensive survey of the most notable works to date on machine learning

detection. The spam review detection using ML is designed for filtering the fake reviews.

positive reviews about products to promote them. In some cases malicious negative reviews to other (competitive) 

products are given in order to damage their reputation. Some of these consists of non-reviews (e.g., ads and promotions) 

which contain no opinions about the product. We detecting the reviews that are not genuine or which a

deviate the consumers opinion in a certain direction becomes even more difficult.  
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