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Abstract: Since many people now use social media to disseminate hate, many researchers have been 

concentrating on the issue of detecting cyberbullying. in the last ten years. In this work, transfer learning is 

used to address this issue. We adjust our tiny BERT models using data from hate speech. We use the Focal 

Loss function to address the data's class imbalance. With this method, we were able to obtain cutting-edge 

outcomes on the hate speech dataset, including 0.91 precision, 0.92 recall, and 0.91 F1-score. Additionally, 

we demonstrate using our transfer learning pipeline that the more compact BERT models are much faster 

at detecting cyberbullying and are appropriate for real-time applications. 
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I. INTRODUCTION 

Due to the social media industry's explosive expansion over the past ten years, many real-world problems have the 

world wide web. Bullying and hatred have been issues in society for a while. long period. But such bullies can now 

effortlessly slink away behind a using a computer, smartphone, or social media platform, send angry, insulting, or 

offensive texts to another person or a collection of people. This practise known as cyberbullying, has an impact on 

individuals and many youngsters experience depression and teenagers.[1] It would be extremely advantageous if 

Cyberbullying was discovered as soon as it appeared online. Due to this, attention has been drawn more frequently to 

cyberbullying. detection during the past few months on various social media years. 

One faces numerous obstacles and challenges as they attempt to solve this issue. A few significant problems are the use 

of casual language, the use of emojis, the use of different languages, the lack of a strong benchmark data set, and the 

requirement for rapid real-time identification in the streaming data [2]. We emphasise speeding up the detection of 

cyberbullying in this work and show that transfer learning approaches enable smaller networks to function on par with 

larger ones. 

We make two contributions to this field of study. First, in order to improve the detection speed of cyberbullying and 

attain cutting-edge performance, we fine-tune a number of tiny BERT models [3]. Second, we demonstrate how the 

Focal Loss function can be used to improve these models further by using it to fine-tune BERT models. 

 

II. RELATED WORK 

Over the past ten years, a lot of researchers have worked to find a solution to the detection of cyberbullying. Early 

efforts like 

[4] and [5] used more traditional natural language processing techniques like N-grams and TF-IDF to extract textual 

features, which were then used to train type classifiers like SVM or Naive Bayes. In truth, there are a lot of well-written, 

fascinating pieces that are included in polls like [2]. 

Neural networks, such as recurrent and convolutional neural networks (RNN and CNN), have played a significant part 

in deep learning methodologies' later impetus. linguistic simulation. As a result, numerous approaches, including 

[6][7][8], developed various LSTM and CNN models to address the issue of detecting cyberbullying. These techniques 

also use word embedding layers, typically pre-trained on a huge set of words, like word2vec[9] or Glove[10]. In a place 

where words with similar meanings are located near to one another, these layers map each word into a high-dimensional 

vector. Some methods, like [8], also use user metadata into their identification process, such as the user's network of 

friends and the amount of followers they have. A combination classifier with a text path and a metadata path is trained 
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by the researchers. This subject has been the subject of numerous contests and challenges over the last couple of years. 

In fact, a number of works that have been published come from teams that took part in competitions like 

SemEval2019[11]. You may see a trend toward employing Transformer-based architectures like BERT[14] in several 

papers like [12] and [13]. In fact, BERT-based architectures were used by 7 of the top 10 teams in SemEval2019's 

offensive language detection competition. 

Transformer layers in BERT enable a large amount of parallelization. [15] Parallelization increases speed, which is a 

benefit. Furthermore, BERT pre-trained models are potent language representation models that are simple to hone and 

yield cutting-edge outcomes. [14] 

 

III. SUGESTED METHOD 

3.1 Data Distribution 

This experiment made use of the hate-speech data set compiled in [16]. This data collection consists of 85948 tweets 

that have been labelled by the public. Three target classes—Normal, Abusive, and Hateful—are identified. The majority 

of the data is neither abusive nor nasty, as can be shown in Figure 1. Additionally, the hating class is tiny and the data 

set is 

 

3.2 Text Preparation 

Typically, Twitter's content also includes emoticons and hashtags. as a connection to other pages. The links were first 

swapped out for the Every @username was changed to the term "URL" and vice versa. ”use rid”. After that, motivated 

by [12], we chose to use the useful data concealed in emojis and hashtags. Since hashtags can consist of many words or 

even an entire sentence, GitHub has an open-source Python library that we used. The hashtags were divided into words 

using a tool called Word segment 

1. For instance, the hashtag "#drawntodeath" will after this segmentation process, get "drawn to death." We utilised a 

different free and open-source Python library from Each instance of an emoji was converted by GitHub using Emoji2 to 

there is a hidden emoji there. For instance, an emoji depicting angry Last but not least, we made sure to lowercase every 

uppercase letter. Only employing uncased text for training, the BERT models we improved necessitate this 

modification. 

 

3.3 Small-size BERT Models 

Sentiment analysis and text classification with fine-tuning are only two examples of the many natural language 

problems that can be solved with Bidirectional Encoder Representations from Transformer, also known as BERT [14]. 

The original BERT does have a drawback, and that drawback is related to size. In other words, BERT is a sizable 

network with numerous transformer layers and covert embeddings. Therefore, fine-tuning would not produce the best 

outcomes with smaller data sets. Compact BERT models that address this issue were just recently released in [3]. A 

total of 24 compact BERT models were created by the researchers, with different hidden embedding sizes and the 
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number of transformer layers. A teacher network that was effectively a very big BERT pre-trained model was used to 

train each of these networks. They employed the distillation approach and unlabelled data to enable the student network 

to benefit from the teacher's soft labels. 

Of these 24 tiny BERT models, we chose 5 for this study's experiments. Table I shows how diverse the chosen 

topologies are, with transformer layer counts ranging from 2 to 12 and hidden embedding sizes from 128 to 768. 

 

3.4 Pipeline for Detection 

In Figure 2, you can see the pipeline we utilise to classify the processed data into three categories: normal, abusive, and 

hateful. The entirety of the prepossessed data is initially loaded as batches of text and real labels. If necessary, text 

instances are padded to meet the sequence length. A pre-trained BERT tokenizer is then used to tokenize the text. 

A pre-defined vocabulary set is provided with each pre-trained BERT model that subsequently generates a token 

dictionary. This token dictionary is used by the pre-trained BERT tokenizer to transform text from a sequence of words 

into a sequence of numeric IDs. 

The BERT model's final layer is dropped, and in its place Because there are three different classes, we include a dense 

layer with a size of 3. To provide probability scores for each class, a SoftMax layer is applied after the dense layer. The 

final predicted label will be determined by the class with the highest likelihood score. 

 

3.5 Focal Loss 

We made the choice to adopt Focal Loss as our cost function after being inspired by the work of [17]. Focal Loss, a 

kind of Cross-Entropy loss that also considers how simple or difficult it is to classify each sample, was initially 

described in [18]. Applications that have an issue with class imbalance have demonstrated it to be advantageous [18]. 

Equation 1 illustrates the computation of focal loss, where pt = p if the sample belongs to the positive class and the 

correct label is y = 1. If not, pt = 1 minus p. According to this concept, a sample has a smaller pt if it is simpler to 

classify. 

         F L(pt) = −αt(1 − pt) γ log(pt) (1) 

For each application, selecting the appropriate hyper-parameter is crucial. We will describe how this parameter was 

chosen for our situation in the following section. 

 

IV. TESTS AND OUTCOMES 

4.1 Setup for the Training 

We used Kera’s in the Google Collaboratory environment to create this project. The TPU engines could be used by us. 

We decided to employ AdaBound [19], a relatively new optimization approach that can result in smoother training. 

Table II shows all of our setup's hyper-parameters. 
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4.2 FL Hyper-parameter Decision 

We randomly divided the data into 90% train and 10% validation in order to get the ideal value of for our application of 

Focal Loss. Then, we adjusted to several values using Small-Bert and fixed every other hyper-parameter to determine 

which one would produce the best validation results. It is crucial to remember that utilising the standard Cross-Entropy 

loss is equivalent to setting = 0.  

 

 

 

 

 

 

 

 

 

 

 

 

Using numbers for that are excessively large led to lower evaluation metrics, as seen in Table III. This occurs because 

as increases, the weight of samples that are straightforward to classify decreases, which can harm the training process. 

The optimum outcome seems to be for = 0.1, which is large enough to have an effect but small enough to prevent 

disregarding  examples that are simple to categorise. 

 

4.3 Evaluation Findings 

To evaluate the performance and fairly compare our final findings to earlier work by Fountas et al. [8], we applied 10-

fold cross validation to the entire data set. To determine the optimum model, we employed a variety of evaluation 

criteria, placing more attention on the F1-score, which represents the harmonic mean Precision and Recall. 
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As shown in Table IV, our strategy is able to produce results that are superior to those of earlier research on the same 

data set. The improvement is made even though our method disregards the user-based and network-based metadata that 

Fountas et al.[8] use. 

It's also intriguing to note how well these tiny BERT models match up in terms of evaluation measures. If we merely 

look at the metrics, BERT-Base is the best model for our work because it has the highest F1-score. 

But we also took into account how long it took to train and test each network. Time was calculated based on how long it 

took to process a batch of data, which was set to 128 for both the train and test stages on Google Collaboratory TPU 

with 8 workers. Our time study in Table V shows that the models' speeds vary rather considerably, with training times 

showing more variation than test times. Although it was once thought that increasing the number of transformer layers 

and hidden embedding sizes would make the networks slower, this actually led to significantly better assessment 

outcomes. This is not the case, either, as BERT-Tiny, which moves the fastest at 6 milliseconds per step, behind BERT 

Base, which moves more slowly at 17 milliseconds per step, in the F1 score by just 0.04 percent. Therefore, it is safe to 

argue that in this situation, if more compact networks were to be used in a system that required real-time detection, they 

would have more to give. 

 
 

V. CONCLUSION AND FUTURE WORK 

In this study, we introduced a novel technique for detecting cyberbullying that was based on transfer learning and 

optimised compact BERT models. Without using any metadata, we were able to outperform earlier work. Furthermore, 

we showed that our technology is quick and accurate, which makes it ideal for real-time cyberbullying identification 
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