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Abstract: Sentiment analysis also referred to as opinion mining, is an approach to natural language 

processing (NLP) to find out whether the meaning of the given data is positive or negative. There has been 

a lot of research done in this sector to increase the accuracy of sentiment analysis systems, ranging from 

basic linear models to complicated neural network models. Other models or algorithms were checked 

previously but these took longer time for operations and had low accuracy scores overall. So, in this paper, 

the BERT model, which has been pre-trained on a huge corpus, is offered to address concerns with 

sentiment analysis systems. Further fine-tuning improves results according to the use cases. The BERT 

model gives high accuracy, and efficient performance with good predictions as compared to other models 

in experimental testing. We are particularly interested in performing sentiment mining techniques over 

transcribed audio recordings to detect the speakers' sentiment using a Google specialised algorithm BERT 

(Bidirectional Encoder Representations from Transformers), which is a faster and more accurate algorithm 

for text fields because it can also consider the context of the text. Our study was initially driven by call 

centre use cases, but it can potentially have applications in other domains such as security and other areas. 

So in this research project work we will be giving input as an audio file from which the text will be 

generated, and out of which we will be finding the sentiment of that audio stream by using the BERT model. 
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I. INTRODUCTION 

Sentiment analysis (SA) is an important task in natural language processing and is broadly used in industry. People 

study subjective sentiment information in articles and reviews to examine product sales, service tactics, and literary 

trends. Amazon and Tmall, for example, provide automated fine-grained review analysis services. The BERT 

Algorithm, a bidirectional algorithm, is used to explain and predict public emotional responses. To be specific, we fine-

tune BERT for sentiment classification upon statements with two potential categories of sentiment, positive, and 

negative, getting high accuracy. The percentage of each sentiment category is computed after sentiment categorization. 

Bidirectional Encoder Representations from Transformers (BERT), a machine - learning approach for pre-training in 

natural language processing, has been widely used in sentiment analysis. The BERT model may be fine-tuned with 

appropriate input and output layers to produce cutting-edge results. 

However, most of these learning models have traditionally concentrated solely on the substance of expression, ignoring 

contextual information. As a result, they failed to capture the context of emotion. Using BERT we propose a system 

where the context of a statement is being taken into consideration and then it’s categorized as positive or negative. 

 

II. METHODOLOGY 

2.1 Bert Algorithm 

BERT is an open source machine learning framework for natural language processing. BERT is intended to assist 

computers in understanding the meaning of ambiguous words in the text by establishing context from surrounding 

content. BERT (Bidirectional Encoder Representations from Transformers) is a deep learning model in which each 

output element is connected to each input element and the weightings between them are calculated dynamically based 

on their connection. Historically, language models could only interpret text input sequentially, either left-to-right or 

right-to-left, but not both. BERT is unique in that it can read in both directions at the same time. 
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2.2 How Bert Works 

The purpose of any given NLP approach is to comprehend real human language. In the context of BERT, this usually 

implies anticipating a word in a blank. To do this, models are frequently trained using a massive pool of specialised, 

labelled training data. Manual data tagging by linguist teams is required.

BERT, on the other hand, was trained using simply an unlabeled plain text dataset (namely the entirety of the English 

Wikipedia, and the Brown Corpus). It continues to learn and improve

stated, BERT is made feasible by Google's Transformer research. The transformer is the component of the model that 

allows BERT to recognize context and ambiguity in language. The transformer does this by analy

in connection to all other words in a phrase, rather than one at a time. The Transformer helps the BERT model to grasp 

the whole context of the word by looking at the surrounding words, allowing it to better understand the searcher's 

intent. 

 

2.3. LSTM Concept 

LSTM is an abbreviation for long short

recurrent neural networks (RNNs) that may learn long

Apart from single data points such as photos, LSTM contains feedback connections, which means it can process the 

complete sequence of data. This is used in speech recognition, machine translation, and other areas.

RNN that performs exceptionally well on a wide range of tasks.

 

2.4 The Logic Behind LSTM 

A memory cell known as a 'cell state' that maintains its state throughout time plays the fundamental function in an 

LSTM model. The cell state is shown by the horizontal line that runs across the top of the picture below. It may be seen 

as a conveyor belt on which information just passes, unmodified.. Data can be added to or deleted. The in LSTM is 

derived from the cell state and is controlled by gates.These gates allow information to enter and exit the cell. To aid the 

mechanism, it features a pointwise multiplication operation as well as a sigmoid neural net layer.
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The purpose of any given NLP approach is to comprehend real human language. In the context of BERT, this usually 

implies anticipating a word in a blank. To do this, models are frequently trained using a massive pool of specialised, 

lled training data. Manual data tagging by linguist teams is required. 

BERT, on the other hand, was trained using simply an unlabeled plain text dataset (namely the entirety of the English 

Wikipedia, and the Brown Corpus). It continues to learn and improve unattended from unlabeled text. As previously 

stated, BERT is made feasible by Google's Transformer research. The transformer is the component of the model that 

allows BERT to recognize context and ambiguity in language. The transformer does this by analy

in connection to all other words in a phrase, rather than one at a time. The Transformer helps the BERT model to grasp 

the whole context of the word by looking at the surrounding words, allowing it to better understand the searcher's 

 
Fig.1. Context Classification in BERT. 

LSTM is an abbreviation for long short-term memory networks, which are utilised in Deep Learning. It is a kind of 

recurrent neural networks (RNNs) that may learn long-term dependencies, particularly in sequence prediction tasks. 

Apart from single data points such as photos, LSTM contains feedback connections, which means it can process the 

complete sequence of data. This is used in speech recognition, machine translation, and other areas.

RNN that performs exceptionally well on a wide range of tasks. 

A memory cell known as a 'cell state' that maintains its state throughout time plays the fundamental function in an 

LSTM model. The cell state is shown by the horizontal line that runs across the top of the picture below. It may be seen 

on which information just passes, unmodified.. Data can be added to or deleted. The in LSTM is 

derived from the cell state and is controlled by gates.These gates allow information to enter and exit the cell. To aid the 

ltiplication operation as well as a sigmoid neural net layer.

 
Fig.2. LSTM Architecture. 
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The purpose of any given NLP approach is to comprehend real human language. In the context of BERT, this usually 

implies anticipating a word in a blank. To do this, models are frequently trained using a massive pool of specialised, 

BERT, on the other hand, was trained using simply an unlabeled plain text dataset (namely the entirety of the English 

unattended from unlabeled text. As previously 

stated, BERT is made feasible by Google's Transformer research. The transformer is the component of the model that 

allows BERT to recognize context and ambiguity in language. The transformer does this by analyzing every given word 

in connection to all other words in a phrase, rather than one at a time. The Transformer helps the BERT model to grasp 

the whole context of the word by looking at the surrounding words, allowing it to better understand the searcher's 

term memory networks, which are utilised in Deep Learning. It is a kind of 

particularly in sequence prediction tasks. 

Apart from single data points such as photos, LSTM contains feedback connections, which means it can process the 

complete sequence of data. This is used in speech recognition, machine translation, and other areas. LSTM is a kind of 

A memory cell known as a 'cell state' that maintains its state throughout time plays the fundamental function in an 

LSTM model. The cell state is shown by the horizontal line that runs across the top of the picture below. It may be seen 

on which information just passes, unmodified.. Data can be added to or deleted. The in LSTM is 

derived from the cell state and is controlled by gates.These gates allow information to enter and exit the cell. To aid the 

ltiplication operation as well as a sigmoid neural net layer. 
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2.5 Disadvantages of LSTM. 

It is seen that LSTMs cannot perform well in classification tasks for larger datasets. LSTSMs also take quite huge 

amounts of time for training purposes. It also requires more amount of memory than transformers. When compared to 

other recent models, LSTMs appear to be more prone to overfitting.

The epochs required by LSTMs are greater in number as compared to transformers. Even when LSTMs require more 

epochs they cannot give the accuracy up to the mark as compared to transformers and other modern models.LST

work on data in only one direction, from left to right, resulting in inadequate learning of the real meaning and context of 

the data provided. LSTMs are not pretrained like BERT, so for some specific use cases, this training task should be 

performed additionally. LSTMs follow the old conventional language model

next tokens. LSTMs are not specialized in next sentence prediction and other tasks which may not be an appropriate 

choice for some applications or use cases.

 

3.1 Data Pre-Processing 

Tokenization is the first stage in preprocessing. In the tokenization process, each text data is separated into smaller 

components, either words or phrases. The NLTK library may be used to execute tokenizat

is to get rid of any unnecessary information.

The bulk of the data contains some noise, necessitating a preprocessing step to eliminate the unwanted elements. Stop 

words, punctuation, and special characters, for example, can b

contribute to the classification objective are removed prior to the feature extraction procedure. By deleting the 

undesired things from the text contents, a data set may be generated.

 

3.2 Classification 

Deep learning is the process of developing an optimum solution from an algorithm to solve a typical machine learning 

problem by learning a deep representation of data. Deep learning is an advanced learning strategy that outperforms the 

capacity to recognise a word representation of data in each test.

It can automatically extract fresh features from the training data's shifting sets of characteristics without the need for 

human intervention. In other words, it extracts more features when the collection lacks

 

BERT vs LSTM 

4.1 Efficiency of the Algorithm 

We used a dataset of 50,000 reviews. Out of which 25,000 were positive and 25,000 were negative. To provide a fair 

assessment, we utilised the same dataset for both the BERT Model and the LSTM Model. Here are the findings we 

obtained. 

Fig.3. Number of t
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It is seen that LSTMs cannot perform well in classification tasks for larger datasets. LSTSMs also take quite huge 

amounts of time for training purposes. It also requires more amount of memory than transformers. When compared to 

appear to be more prone to overfitting. 

The epochs required by LSTMs are greater in number as compared to transformers. Even when LSTMs require more 

epochs they cannot give the accuracy up to the mark as compared to transformers and other modern models.LST

work on data in only one direction, from left to right, resulting in inadequate learning of the real meaning and context of 

the data provided. LSTMs are not pretrained like BERT, so for some specific use cases, this training task should be 

itionally. LSTMs follow the old conventional language model which uses previous tokens to predict the 

next tokens. LSTMs are not specialized in next sentence prediction and other tasks which may not be an appropriate 

ses. 

III. IMPLEMENTATION 

Tokenization is the first stage in preprocessing. In the tokenization process, each text data is separated into smaller 

components, either words or phrases. The NLTK library may be used to execute tokenization operations. The next step 

is to get rid of any unnecessary information. 

The bulk of the data contains some noise, necessitating a preprocessing step to eliminate the unwanted elements. Stop 

words, punctuation, and special characters, for example, can be found in data.. As a result, any elements that do not 

contribute to the classification objective are removed prior to the feature extraction procedure. By deleting the 

undesired things from the text contents, a data set may be generated. 

Deep learning is the process of developing an optimum solution from an algorithm to solve a typical machine learning 

problem by learning a deep representation of data. Deep learning is an advanced learning strategy that outperforms the 

e a word representation of data in each test. 

It can automatically extract fresh features from the training data's shifting sets of characteristics without the need for 

human intervention. In other words, it extracts more features when the collection lacks labels.

IV. RESULT DISCUSSIONS 

We used a dataset of 50,000 reviews. Out of which 25,000 were positive and 25,000 were negative. To provide a fair 

assessment, we utilised the same dataset for both the BERT Model and the LSTM Model. Here are the findings we 

 
Fig.3. Number of the trainable parameters in BERT. 
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The epochs required by LSTMs are greater in number as compared to transformers. Even when LSTMs require more 

epochs they cannot give the accuracy up to the mark as compared to transformers and other modern models.LSTMs 

work on data in only one direction, from left to right, resulting in inadequate learning of the real meaning and context of 

the data provided. LSTMs are not pretrained like BERT, so for some specific use cases, this training task should be 

which uses previous tokens to predict the 

next tokens. LSTMs are not specialized in next sentence prediction and other tasks which may not be an appropriate 

Tokenization is the first stage in preprocessing. In the tokenization process, each text data is separated into smaller 

ion operations. The next step 

The bulk of the data contains some noise, necessitating a preprocessing step to eliminate the unwanted elements. Stop 

e found in data.. As a result, any elements that do not 

contribute to the classification objective are removed prior to the feature extraction procedure. By deleting the 

Deep learning is the process of developing an optimum solution from an algorithm to solve a typical machine learning 

problem by learning a deep representation of data. Deep learning is an advanced learning strategy that outperforms the 

It can automatically extract fresh features from the training data's shifting sets of characteristics without the need for 

labels. 

We used a dataset of 50,000 reviews. Out of which 25,000 were positive and 25,000 were negative. To provide a fair 

assessment, we utilised the same dataset for both the BERT Model and the LSTM Model. Here are the findings we 



 

 

       International Journal of Advanced 

  

Copyright to IJARSCT               

www.ijarsct.co.in 

Impact Factor: 6.252 

Fig.4. Number of the trainable parameter in LSTM

There is a significant difference in the amount of parameters divided by the BERT Algorithm vs the LSTM Algorithm. 

This helps us understand how efficiently sentimental an

reasons we chose BERT as our Sentimental Analysis system.

 

4.2 Accuracy of the Algorithm 

Only after 2 epochs, BERT can produce an accuracy of

to the accuracy of BERT. It was able to produce a 51% accuracy. 

 

4.3 Contextual Learning 
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Fig.4. Number of the trainable parameter in LSTM 

There is a significant difference in the amount of parameters divided by the BERT Algorithm vs the LSTM Algorithm. 

This helps us understand how efficiently sentimental analysis occurs in the BERT algorithm, which is one of the main 

reasons we chose BERT as our Sentimental Analysis system. 

 
Fig.5. Epochs of LSTM 

 
Fig.6. Epochs of BERT 

produce an accuracy of 98% but we can see that after 5 epochs, LSTM is not even close 

to the accuracy of BERT. It was able to produce a 51% accuracy.  

 
Fig.7. Result of BERT. 
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There is a significant difference in the amount of parameters divided by the BERT Algorithm vs the LSTM Algorithm. 

alysis occurs in the BERT algorithm, which is one of the main 

98% but we can see that after 5 epochs, LSTM is not even close 
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When the same sentence was provided to the models one showed it as positive sentiment and one showed a negative 

sentiment. 

The sentence: “It would have been amazing in any other case but not right now”.

Since the word amazing is present in the sentence the

statement as it doesn’t consider the context.

BERT responds to this with a negative statement which indeed it is.

 

The specified and expected activities and procedures were carried out successfully. The entire project is centred on 

developing a system that accurately determines the sentiment of an audio file. Th

we can know The hidden or true meaning of the audio and what it meant, this would help in easy knowledge gathering 

and will be time-saving for everyone. 

Future Work: The proposed method can be extended to analyze multi

in different languages can be analyzed to extract sentiment. Various other features can be used and the method can be 

combined with other methods for improving the nature of sentiment analysis.

 

The work carried out was successful and

and support provided by our HOD, Principal, etc, thus we sincerely extend our gratitude and thank everyone for it.
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Fig. 8. Result of LSTM 

When the same sentence was provided to the models one showed it as positive sentiment and one showed a negative 

The sentence: “It would have been amazing in any other case but not right now”. 

Since the word amazing is present in the sentence the LSTM algorithm is forced to respond to this as a positive 

statement as it doesn’t consider the context. But BERT is a bidirectional algorithm and it does consider context so 

a negative statement which indeed it is. 

V. CONCLUSION 

The specified and expected activities and procedures were carried out successfully. The entire project is centred on 

developing a system that accurately determines the sentiment of an audio file. The implication if this would mean that 

we can know The hidden or true meaning of the audio and what it meant, this would help in easy knowledge gathering 

Future Work: The proposed method can be extended to analyze multiple audio files under a parallel approach. Audios 

in different languages can be analyzed to extract sentiment. Various other features can be used and the method can be 

combined with other methods for improving the nature of sentiment analysis. 
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