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Abstract: Many methods have been developed to protect web servers against attacks. Anomaly detection 

methods rely on generic user models and application behaviour, which interpret departures as indications 

of potentially dangerous behaviour from the established pattern. In this report, we conducted the use of a 

systematic review of the anomaly detection methods to prevent and identify web assaults; in particular, we 

utilised Kitchen ham’s standard approach for conducting a organized analysis of literature in the computer 

science area. Logs that record system abnormal states (anomaly logs) can be regarded as outliers, and the 

improved PCA algorithm has relatively high accuracy in outlier detection methods. Therefore, we use 

improved algorithm to detect anomalies in the log data. However, there are some problems when using the 

improved PCA algorithm to detect anomalies, three of which are: excessive vector dimension leads to 

inefficient kNN algorithm, unlabeled log data cannot support the kNN algorithm, and the imbalance of the 

number of log data distorts the classification decision of kNN algorithm. In order to solve these three 

problems, we propose an efficient log anomaly detection method based on an improved PCA algorithm with 

an automatically labeled sample set. This method first proposes a log parsing method based on N-gram and 

frequent pattern mining (FPM) method, which reduces the dimension of the log vector converted with Term 

frequency. Inverse Document Frequency (TF-IDF) technology. Then we use clustering and self-training 

method to get labeled log data sample set from historical logs automatically. Finally, we improve the PCA 

algorithm using average weighting technology, which improves the accuracy of the PCA algorithm on 

unbalanced samples. The method in this article is validated on four log datasets with different types. The 

maximum recall rate & accuracy achieved for BGL dataset is 100 % & 97.62 % respectively. Similarly 

maximum F1-score achieved for Spirit dataset is 98.19 %. The accuracy, recall rate and F1-Score for 

Improved PCA Ensemble technique is 97.62 %, 100 % and 96.55 % for BGL/2 Log Set Data. Similarly, the 

accuracy, recall rate and F1-Score for Improved PCA Ensemble technique is 97.60 %, 98.79 % and 98.19 

% respectively for Spirit/2 log set data. 
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I. INTRODUCTION 

Due to various their high value, Web servers are gradually becoming targets for assaults as the information technology 

sector advances. SQL injection and cross-site scripting (XSS) threats have been increasingly common in recent years, 

which is why Web security has received more attention from academic and industry communities. Anomaly is a term 

used in internet security research. The analysis of log data is used in web detection. Log files, as crucial recording data, 

may reveal extensive information at the time of system operation and may be used to trace the majority of assaults. 

However, log systems create a lot of data, and critical information might be lost in the shuffle. Furthermore, due to the 

ever-changing nature of assaults and hacking techniques, gathering anomaly data has become increasingly complex, 

leading to the current problem that manual log file analysis is inadequate to meet log testing standards. 

 

II. PROPOSED METHODOLOGY 

We propose a log-put together peculiarity recognition strategy based with respect to further developed kNN with a 

consequently marked example set. The general structure of the technique is displayed in Fig. 4.1.It essentially 

comprises of 3 stages: parsing &vectorization of log information, programmed development of information test setting 

via marks, and peculiarity identification via the further developed K.N.N. 

 



IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 2, Issue 2, July 2022 
 

Copyright to IJARSCT               DOI: 10.48175/568 915 

  www.ijarsct.co.in 

Impact Factor: 6.252 

2.1 Log Parsing Method   

Logs are simple texts with elements that may vary from one instance to the next. The words "Connection from 

10.10.34.12 closed" and "Connection from 10.10.34.13 closed" are considered constant parts in the logs "Connection 

from 10.10.34.12 closed" and "Connection from 10.10.34.13 closed," for example, because they never change, but the 

separated parts are known as variability subsections because they are fixing. Although developers specify constant 

components in source codes, variable portions (such as port numbers and IP addresses) are sometimes dynamically 

generated and hence unsuitable for anomaly detection. The purpose of log parsing is to extract constants from variable 

items and generate a well-defined log event (for example, "Connection from * ended"). Both cluster-based and 

heuristic-based log parsing techniques exist. Clustering-based log parsers determine the distances between logs in the 

first phase, and clustering algorithms are then used to organize the logs into discrete groups in the second phase. Each 

cluster generates a template for an event. In heuristic-based approaches, the number of times each word appears in each 

log position. Common words are chosen and produced as event candidates. Last but not least, decide which candidates 

will be registered as events. In pre-work, we created and compared four log parsers [24]. We also made an open-source 

log parsing toolkit available online, which we used to parse raw logs into log events for our research. 

 
Fig. 2.1 Proposed Technique Framework 

 

2.1.1 Parsing &Vectorization of Log-Data 

Our log parsing technique principally incorporates two stages: (1) we propose a strategy dependent on N-gram and 

FPM to remove invariant part from log information; and (2) we partition logs with a similar invariant part into a 

gathering and convert each log line into a vector utilizing TF-IDF with word types in its gathering. 

 

2.1.2 Log Vectorization Based on TF-IDF.  

We include the word types in each gathering of log information and store them in the word set. For each log line �� we 

work out the TF-IDF worth of each word ��in ��, as displayed in Equation (1). 

����, ��� = �����, ��� ∗ log �
�

���

+ 0.1� ... (2.1) 

Where ����, ��� is the heaviness of the word ��in log line ��, �����, ��� is the word recurrence of word ��in log line ��, 

N is the size of in general log tests, and ���
 is the quantity of log lines containing word �� . 

Log ��is changed over into vector [����, ���, ����, ���, . . . ����, ���]. We convert each log line into a vector 

utilizing the above strategy, the vector aspect is the quantity of word types in the word set. 

 

2.2 Anomaly Detection with the Improved PCA 

In this segment, we identify abnormalities for tests to be identified, which mostly incorporates three stages: 

vectorization of log information, improvement of the PCA calculation, and inconsistency discovery. We will portray 

these three stages exhaustively.  

Parsing &vectorization of log data Grouping TF-IDF 

Automatic Construction of 
Sample set with labels 
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2.2.1 Vectorization of Log Data 

For the example to be recognized, we match it to invariants in the invariant layout library. Assuming that it matches, it 

will be changed over into a log vector as per logs with a similar invariant. Assuming there is no layout to coordinate, 

the N-gram and FPM-based technique will be utilized to acquire the new invariant format and convert it into a vector as 

indicated by Section 4.1.  

We partition this log line into another gathering, and update the invariant layout library at the equivalent 

 

2.2.2 Improvement of the PCA Algorithm 

PCA is a viable element extraction procedure and information portrayal technique. It got a monstrous measure of 

consideration in design acknowledgment, picture handling and PC vision. PCA produces direct mixes of the first 

information and expects to observe the best vector space which addresses the circulation of datasets and lessens an 

enormous of informational collection to a lower aspect for getting successful outcomes. The component space 

characterized by eigenvector significantly diminishes the element of the first space, which lessens the calculation 

season of face identification and acknowledgment [24]. The principle objective in the PCA calculation lies in lessening 

the enormous elements of face information to the elements of the littlest spaces. PCA is considered as a multivariate 

investigation technique dependent on eigenvector. PCA calculation can be carried out by two fundamental techniques. 

The first is accomplished by decay of the eigen worth of information covariance framework [25]; then again, the 

subsequent one is performed by disintegration of a solitary worth of the information lattice. PCA results are 

communicated as a part or element scores and normalized part score weight. Hence, the came about picture can be 

communicated as the worth of every eigen faces it was identified with. In the wake of lessening the dimensionality of 

the dataset, the subsequent log messages are known as the eigen message (or eigenvectors). Through PCA eigen 

message strategy, every pixel is considered as log messages as a different aspect [26-27].  

Contrasted and the customary PCA, the further developed calculation utilizes the mean of each class rather than the 

particular picture inside the class. Since the normal of each class is a straight blend of inside class pictures, the normal 

of each class holds an enormous number of varieties of the particular log messages [28]. All in all, the pressure 

interaction of each picture is more helpful for picture acknowledgment. What's more, one more clear benefit of the 

further developed PCA is that the preparation time is extraordinarily decreased.  

The prominence of PCA comes from three significant properties. To begin with, it is the ideal straight plan for 

compacting a bunch of high dimensional vectors into a bunch of lower dimensional vectors and afterward reproducing 

the first set. Second, the model boundaries can be figured straightforwardly from the information - for instance by 

diagonalizing the example covariance framework. Third, pressure and decompression are simple tasks to perform given 

the model boundaries - they require just framework augmentation. A multi-dimensional hyper-space is frequently hard 

to imagine.  

The PCA model can be addressed by:  

����
= ����

����
... (2.2) 

Where u, an m-dimensional vector, is a projection of x - the first d-dimensional information vector(m << d). 

PCA is variable-arranged technique, with changes a bunch of connected unique factors into a bunch of uncorrelated 

factors, called Principal Components (PC). These key parts are straight blends of the first factors. Via completing PCA 

we trust that a couple of PCs can clarify the majority of the variety in the first information. Along these lines, 

dimensionality can be decreased with basically no deficiency of data. It is self-evident, that if there should be an 

occurrence of deduced uncorrelated information, PCA has neither rhyme nor reason. If �� = ���, … … … . ���indicates a 

p-dimensional vector of arbitrary factors with anticipated worth μ and covariance framework Σ, then, at that point, we 

attempt to track down a bunch of new, uncorrelated irregular factors, whose fluctuation diminishes with expanding j = 

1, . . . , p. Consequently, for the main head part we search for a direct capacity ����having greatest fluctuation.  

Next, we look for ����, uncorrelated with ����&greatest change, and so on Besides, ��, j = 1, . . . , p is scaled to meet 

the imperative ��
�, ��� = 1. T The deviation of the PCs prompts the outcome, that the vectors of coefficients��. . 

……….��for every PC are the eigenvectors of Σ relating to��, . . . , �� eigen values, with �� ≤ �� ≤ … ≤ ��. As 

referenced previously, we trust that m << p PCs will represent a large portion of the difference in x. If the p × p 

framework of eigenvectors is signified by A = (��. . ……….��), the vector z of head parts can be composed as z = AT x 
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2.2.3 Principal Components Analysis Based Anomaly Detection 

Common datasets for interruption recognition are normally extremely huge and multidimensional. With the 

development of high velocity organizations and conveyed network based information concentrated applications putting 

away, handling, communicating, imagining and understanding the information is turning out to be more perplexing and 

costly. To handle the issue of high dimensional datasets, analysts have fostered a dimensionality decrease strategy 

known as Principal Component Analysis (PCA). In numerical terms, PCA is a method where n connected irregular 

factors are changed into d ≤ n uncorrelated factors. The uncorrelated factors are straight mixes of the first factors and 

can be utilized to communicate the information in a diminished structure. Normally, the primary head part of the 

change is the straight blend of the first factors with the biggest fluctuation. At the end of the day, the main head part is 

the projection on the course wherein the change of the projection is augmented. The second head part is the direct mix 

of the first factors with the second biggest fluctuation and symmetrical to the primary head part, etc. In numerous 

informational indexes, the initial a few head parts contribute the majority of the fluctuation in the first informational 

index, so the rest can be ignored with insignificant loss of the change for aspect decrease of the dataset. PCA has been 

broadly utilized in the space of picture pressure, design acknowledgment and interruption identification.  

They estimated the distance of every perception from the focal point of the information for inconsistency identification. 

The distance is processed dependent on the amount of squares of the normalized head part scores. 

 

2.3 Performance Parameter 

This part discusses the mostly often used metrics for evaluating the various practices described in the evaluated 

literature. 

2.3.1 Accuracy (ACC) is the clearly recognized payload ratio divided by total generated payloads. 

��� =
�� + ��

�� + �� + �� + ��
 

2.3.2 False Alert Rate (FAR) :The False Alert Rate (FAR) is the likelihood of a falsed alarming being raised. 

Whenever the trued magnitude is -ve, a positive result will be given 

.��� =
��

�����
 

 

2.3.3 True-Negative or Rate/Specificity: T.N.R/Specificity is a metric that indicates the ratio of false -ve that are 

genuinely identified. 

��� =
��

�� + ��
 

 

2.3.4 TPR, Recalling Sensitivity & Detection Rate: The T.P.R, also known as Reminder, Sensitivity, or Detection 

Rate (DR), is a metric that indicates the ratio of true +ve that are accurately identification. 

��� =
��

�� + ��
 

 

2.3.5 Precision, or Positive-Predictive-Value (P.P.V):It is the proportion of malicious payloads accurately detecting 

to the total no. of malicious payloads. 

��� =
��

�� + ��
 

 

2.3.6 False-Negative-Rate: It is the percentage of positive test results linked with a test, or the conditional likelihood of 

a negative test result given the presence of the disease. 

��� =
��

�� + ��
 

 

2.3.7 F1-Score: It is a testing accuracy metric that considers dual accuracy and recall. The weighting H.M of 2 

performance measurement, P & R, is used to calculate the F1-Score[176–178]. 
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�1 − ����� =
1

�.
�

�
+ (1 − �).

�

�

 

 

2.3.8 Classification error: The no. of samples incorrectly-classified (FP+FN) is referred to as "classification error," 

and it is computed using the formula: 

�� =
�

�
. 100 

 

2.3.9 Matthews Correlation Coefficient 

M.C.C is a proportion of the nature of twofold orders (two-class)[17]. M.C.C is a connection coefficient that offers a 

benefit betn - 1 and +1 for noticed & anticipated double groupings. A coefficient of +1 means a perfect forecast, a 

coefficient of 0 signifies no improvement over irregular expectation, and a coefficient of - 1 indicates complete conflict 

among forecast and perception. It's exactly the same thing as the phi-coefficient.  

 

��� =
��. �� − ��. ��

�(�� + ��)(�� + ��)(�� + ��)(�� + ��)
 

 

2.3.10 Area under Curve 

A collector working trademark bend, or R.O.C bend, is a chart that showing how well a grouping models performs 

across all arrangement edges by plotting the T.P.R against the F.P.R. The A.U.C esteem is a 2-D area underneath the 

whole R.O.C bend that runs from 0 to 1 (model via 100% mistaken forecasts) and mirrors a model's capacity to 

recognize classes. 

 

III. SIMULATION AND RESULT ANALYSIS 

All The performance parameter of web log datasets is shown in the table 3.1In this table, basically four datasets BGL, 

Liberty, Spirit & thunderbird are used. The maximum recall rate & accuracy achieved for BGL dataset is 100 % & 

97.62 % respectively. Similarly maximum F1-score achieved for Spirit dataset is 98.19 % . 

Table 3.1: Performance Parameter of Web Log Datasets 

Sr. No. Dataset Recall Rate F 1-Score Accuracy 

1 BGL 100 % 96.55 % 97.62 % 

2 Liberty 96.29 % 94.52 % 92.83 % 

3 Spirit 98.79 % 98.19 % 97.60 % 

4 Thunderbird 97.53 % 96.34 % 95.17 % 

 

 
Fig 3.1 Computation of Accuracy of Improved PCA Ensemble Method on different Datasets 
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Computation of Accuracy of Improved PCA Ensemble Method on different Datasets is represents in fig 3.1 The 

accuracy of BGL, Liberty, Spirit & thunderbird is 97.62 %, 92.83 %, 97.80 % and 96.17 % respectively. The accuracy 

is enhanced by improved PCA technique.  

 
Fig 3.2 Computation of Recall Rate of Improved PCA Ensemble Method on different Datasets 

Computation of Recall Rate of Improved PCA Ensemble Method on different Datasets is represents in fig 3.2. The 

Recall Rate of BGL, Liberty, Spirit & thunderbird is 100 %, 96.29 %, 97.79 % and 97.53 % respectively. The recall 

rate is enhanced by improved PCA technique.  

Computation of F1-Score of Improved PCA Ensemble Method on different Datasets is represents in fig 4. The F-Score 

of BGL, Liberty, Spirit & thunderbird is 96.55 %, 94.52 %, 96.19 % and 96.34 % respectively. The F1-Score is 

enhanced by improved PCA technique.  

 
Fig 3.3 Computation of F1-Score of Improved PCA Ensemble Method on different Datasets 
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Fig 3.4 Comprehensive comparative analysis of I-KNN & I-PCA Ensemble on BGL/2 Log set 

Comparative Analysis of I-KNN & I-PCA Ensemble on BGL/2 Log set is represents in fig 3.4. The accuracy, recall rate 

and F1-Score for Improved KNN is 91.73 %, 90.97 % and 92.784 % respectively. Similarly, the accuracy, recall rate 

and F1-Score for Improved PCA Ensemble technique are 97.62 %, 100 % and 96.55 % respectively. It represent that 

the performance parameter of BGL/2 Log set is enhance by improved PCA Technique. 

Comparative Analysis of I-KNN & I-PCA Ensemble on Spirit/2 Log set is represents in fig. The accuracy, recall rate 

and F1-Score for Improved KNN are 91.97 %, 99.15 % and 96.13 % respectively. Similarly, the accuracy, recall rate 

and F1-Score for Improved PCA Ensemble technique is 97.60 %, 98.79 % and 98.19 % respectively. It represent that 

the performance parameter of Spirit/2 Log set is enhance by improved PCA Technique. 

 
Fig 3.5 Comprehensive comparative analysis of I-KNN & I-PCA Ensemble on Spirit/2 Log set 
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Fig 3.6 Comparative Analysis of I-KNN & I-PCA Ensemble for different Datasets. 

Comparative Analysis of I-KNN & I-PCA Ensemble for different Datasets is represents in fig3.6. The accuracy for 

BGL, liberty, Spirit & thunderbird datasets is 92.15 %, 92.32 %, 91.14 % and 95.27 % respectively. Similarly, the 

accuracy for BGL, liberty, Spirit& thunderbird datasets is 97.62 %, 92.83 %, 97.60 % and 95.17 % respectively. The 

maximum accuracy achieved with improved PCA Ensemble algorithm for BGL, Liberty and Spirit is 97.62 % , 92.83 

% and 97.60 % respectively. Similarly, the maximum accuracy achieved with improved KNN algorithm for thunderbird 

is 95.27 % . 

Table 3.2 Comparative analysis of I-KNN & I-PCA Ensemble on BGL/2 Log set 

Sr. No. Parameter I-KNN I-PCA Ensemble 

1 Accuracy 91.73 % 97.62 % 

2 Recall Rate 90.97 %  100 % 

3 F-1 Score 92.784 % 96.55 % 

Table 3.3 Comparative analysis of I-KNN & I-PCA Ensemble on Spirt/2 Log set 

Sr. No. Parameter I-KNN I-PCA Ensemble 

1 Accuracy 91.97 % 97.60% 

2 Recall Rate 99.15 %  98.79 % 

3 F-1 Score 96.13 % 98.19 % 

Table 3.4 Comparative Analysis of I-KNN & I-PCA Ensemble for different Datasets 

Sr. No. Data Set I-KNN I-PCA Ensemble 

1 BGL 92.15 % 97.62% 

2 Liberty 92.32 %  92.83 % 

3 Spirit 91.14 % 97.60 % 

4. Thunderbird 95.27 % 95.17 % 

Table 3.3 and Table 3.4 represents comparative analysis of I-KNN & I-PCA Ensemble on BGL/2 Log set and Spirt/2 

Log set. In case of BGL/2 Log Set, the accuracy, recall rate and F1-Score for Improved KNN is 91.73 %, 90.97 % and 

92.784 % respectively. Similarly, the accuracy, recall rate and F1-Score for Improved PCA Ensemble technique is 

97.62 %, 100 % and 96.55 % respectively. In case of Spirit/2 Log Set, the accuracy, recall rate and F1-Score for 

Improved KNN is 91.97 %, 99.15 % and 96.13 % respectively. Similarly, the accuracy, recall rate and F1-Score for 

Improved PCA Ensemble technique is 97.60 %, 98.79 % and 98.19 % respectively. Comparative Analysis of I-KNN & 

I-PCA Ensemble for different Datasets is represents in table 6. The accuracy for BGL, liberty, Spirit & thunderbird 
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datasets is 92.15 %, 92.32 %, 91.14 % and 95.27 % respectively. Similarly, the accuracy for BGL, liberty, Spirit& 

thunderbird datasets is 97.62 %, 92.83 %, 97.60 % and 95.17 % respectively. The maximum accuracy achieved with 

improved PCA Ensemble algorithm for BGL, Liberty and Spirit is 97.62 %, 92.83 % and 97.60 % respectively. 

Similarly, the maximum accuracy achieved with improved KNN algorithm for thunderbird is 95.27 %. 

 

IV. CONCLUSION 

The Comparative Analysis of I-KNN & I-PCA Ensemble for different Datasets is represents in fig 5.6. The accuracy for 

BGL, liberty, Spirit & thunderbird datasets is 92.15 %, 92.32 %, 91.14 % and 95.27 % respectively. Similarly, the 

accuracy for BGL, liberty, and Spirit & thunderbird datasets is 97.62 %, 92.83 %, 97.60 % and 95.17 % respectively. 

The maximum accuracy achieved with improved PCA Ensemble algorithm for BGL, Liberty and Spirit is 97.62 % , 

92.83 % and 97.60 % respectively. Similarly, the maximum accuracy achieved with improved KNN algorithm for 

thunderbird is 95.27 % .The maximum recall rate & accuracy achieved for BGL dataset is 100 % & 97.62 % 

respectively. Similarly maximum F1-score achieved for Spirit dataset is 98.19 %. The accuracy, recall rate and F1-

Score for Improved PCA Ensemble technique is 97.62 %, 100 % and 96.55 % for BGL/2 Log Set Data. Similarly, the 

accuracy, recall rate and F1-Score for Improved PCA Ensemble technique is 97.60 %, 98.79 % and 98.19 % 

respectively for Spirit/2 log set data. 
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