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Abstract: Text mining is a process that uses data mining approaches to extract valuable information held in 

the hidden form in textual data. In this paper, we are proposing a framework for fuzzy clustering of news 

articles. These news articles originate on different news portals on the web. The data obtained need to be 

stored in a central database and then pre-processing reduces the noise. The keyword extraction is used to 

extract keywords from the text and then word-frequency vector is generated. On these vectors, distance 

measure or similarity measure function is used to find the similarity between articles. One article may belong 

to more than one cluster so fuzzy context vector must be generated. Mutual Information can be used to find 

fuzzy membership values. The threshold values are required for the identification of clusters. The proposed 

framework shows that fuzzy clustering does not restrict each news article to belong exactly to one cluster. 

Therefore this framework when applied to information retrieval systems or other application systems, system 

gives better performance and relevance to the users. 
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I. INTRODUCTION 

In today’s era, with the increased usability and involvement of the internet into our lifestyle, the data on the web is 

increasing. The ever-increasing share of our communication, interaction, and culture is in recorded digital text form. 

This availed opportunity for research scholars to use the information encoded in text, which is also a very rich source of 

commercial values. A recent study revealed that greater than 80 percent of the information a company stored is in digital 

form[1]. Also, we can read our choice of newspaper on the web, we can be updated minute by minute on the latest news 

by blogs and newsletters. 

Clustering is a technique aimed at grouping a set of elements into clusters or subsets. The objective is to create clusters 

that are internally coherent but different from each other, substantially. In other words, the similarity between elements 

in the same cluster should be as high as possible, whereas the similarity between elements in different clusters should be 

as low as possible. Clustering plays an important role in many fields like Information Retrieval, data mining, knowledge 

discovery, data management etc. Clustering is a form of unsupervised learning. The aim of a good clustering scheme is 

to minimize intra cluster distance measure(similarity measure) while maximizing inter-cluster distance measure. 

Text mining is the more complex task as compared to data mining, since text mining involves working with underlying 

unorganized and unclear data. Such data is known as fuzzy data and clustering this data is known as fuzzy clustering, 

which is also known as soft clustering. Unlike soft clustering technique, the hard clustering techniques, which are 

conventional techniques, restricts each point in the data set to belong to one cluster exactly. In 1965, theory on fuzzy set 

was proposed by L.A. Zadeh , which gave an idea about the uncertainty of belonging which was explained by a 

membership function. The fuzzy sets are used to calculate imprecise or fuzzy membership information[2]. In 1966, the 

application of this theory in cluster analysis was proposed in the work of author[3].These papers made the door opened 

for research on this theory. Now, this clustering technique has been widely researched and applied in various application 

areas. 

 

II. RELATED WORK 

Text clustering is also known as document clustering. We found a lot of related work on text clustering. It has wide 

applications. Also, clustering is one of the important areas of research since it has applications that affect our daily 
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activities and needs, such as search engines, recommendation systems, information retrieval systems, etc. The 

applications of text clustering can be divided into two categories online and offline. One of our need is to be updated on 

recent and accurate news of our choice. This makes news clustering important for research. The different approaches can 

be broadly categorized into hierarchical, non- hierarchical, fuzzy and crisp. Google news uses many state of the art 

algorithms for indexing, ranking and to solve problems related to clustering. 

Alan F. Smeaton et.al., have proposed Group Average Cluster(GAC)-based hierarchical clustering technique was used 

for clustering 15,836 news stories. Comparison of GAC clustering method was done with partition approach and results 

show that hierarchical GAC gave better performance[4]. 

Yimi Yang et.al., presented one clustering algorithm for online news clustering. The Agglomerative & hierarchical 

clustering is used. they showed a complete link clustering method which generated small, tight clusters as result. The 

experiment was executed on dynamic clustering of online news articles[5]. 

Hiroyuki Toda et.al, have anticipated clustering for news articles retrieval system in which he used Named Entity 

extraction method, which was evaluated using news articles from Japanese newspaper articles only. This shows the 

problem of evaluation being language specific[6]. 

Gianna M. Del Corso et.al, have presented the lexical similarity calculation method was used to find similarity measure 

values to obtain ranking of news articles[7]. 

Marco Aeillo et.al., have anticipated the results that were generated on the connection graph for evaluation of the 

proposed clustering algorithm. In this paper, three algorithms were compared: agglomerative clustering with bigram 

indexing, simple clustering with bigram indexing and comparative clustering with bigram indexing and analysis resulted 

that simple clustering generated overall best performance because of decreased complexity and increased flexibility[8]. 

David Newman et.al., proposed a method in which probabilistic topic modeling is combined with entity recognizers. The 

topic- model-relationships were generated and used while representations were done using bipartite graph which gave a 

better understanding of the latent structure between entities[9]. 

Hiroshi Sekiya et.al., have presented the evaluation and experimentation, that was performed on 8,00,000 news stories. 

The MI, Jaccard coefficient and chi-square algorithms were used to calculate membership values between news 

articles[10]. 

Maria Soledad Pera et.al., have proposed an approach in which InFRSS algorithm was introduced for clustering of textual 

data. This approach consists of two models is a correlation based phrased matching combined with fuzzy compatibility 

clustering and both of these generate better quality cluster than well-known techniques of clustering[11]. 

Maria Soledad Pera et.al, have proposed a method in which RSS news articles were taken for clustering and fuzzy 

similarity algorithm was used which was based on fuzzy equivalence relation[12]. 

Christos Bouras et.al., have presented a new algorithm towards an approach to enhance K-means technique using 

knowledge from database. This database is external knowledge database. Hence enhancement of K-means algorithm is 

done in a twofold manner. Therefore, results measured 10 times improve over standard K- means[13]. 

Srinivas Vadrevu et.al., have introduced a clustering system which consisted of these components offline incremental 

and real time clustering of the news article. This system is scalable for large collection and resulted in good accuracy in 

the clustering of the news articles. In this system similarity is calculated using local sensitive hashing (LHS) to get 

pairwise similarity values, then similarity graph is constructed and correlation clustering method is applied on this graph 

to get generate final clusters[14]. 

Maria Soledad Pera et.al, have presented the FICUS method and is used to cluster news articles. This method uses fuzzy 

approximation to identify related words in articles[15]. 

Twinkle Swadas et.al., have conducted a study on clustering of news articles. The method proposed was a clustering 

algorithm in which multi-step terms or feature section process is included. This process is semi-supervised approach. 

After preprocessing of the news articles data filter methods are applied to evaluation features for the main clustering C-

means algorithm is used[16]. 

Milos Krstajic et.al., the framework for clustering module is based Carrot, which is an open source framework for 

clustering[17]. 

Christos Bouras et.al., have proposed a novel approach in which standard K- means algorithm is extended using an 

external source of knowledge that is WordNet that was used before the clustering process. The corpus used consisted of 
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8000 articles which belonged to different fields of : science and technology, business, sports, education, entertainment, 

politics etc. The proposed algorithm can be clarified into the hybrid technique of clustering[18]. 

Anestasia N. Soloshenko et.al., have reported a structure for the news articles text. This structure is based on the principle 

of ‘inverted pyramid’. If the structure of all the news articles structures made according to one defined structures, then 

significantly simplified solutions could be obtained for the clustering problem. The corpus was taken from Russian news 

articles. After implementations of online news aggregation system and evaluation of its effectiveness authors have 

concluded that the most appropriate way for clustering news articles is FCM algorithm or neural network[19]. 

N. Dangre et.al., have presented the comparison between various clustering algorithms was done and determination of 

best performing algorithm was done among them for Marathi news clustering. They presented ranked clusters from 

multiple sources[20].Jonathan A. Marshal et.al., have introduced an algorithm MIMOSA for clustering task the results 

were generated on 10,000,000 news articles, which shows that time algorithm achieves liner time complicity for 

clustering pf these articles, MIMOSA ie., Mark- In, Match-Out similarity analysis algorithm is signature based in which 

every data item is assigned a signature of limited size[21] 

Tom Nicholls et.al., have proposed BM25F algorithm. This algorithm was used clustering of articles which works on 

scores to find related articles[22]. 

In this way, other research methods used different approaches to solve different problems related to clustering of news 

articles. In this paper, we solve the problem of fuzzyness found in news text, which human easily understand by reading 

and analyzing the context. Also our proposed method uses soft clustering since one news article may belong to more than 

one cluster. 

 

III. MATERIAL AND METHOD 

The architecture for clustering algorithm implementation is shown in figure 1. The architecture shows that we need a 

data source to be determined. Some news portals provide API to provide data in a structured format. Another way to get 

data is by web crawling or web scraping.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: An architecture for the proposed algorithm 
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The steps involved in the proposed algorithm for clustering of news articles are listed below: 

 Step 1: There are many news portals available on the web. So first step is to get the news articles data from the 

internet. Some news corpora are available on Kaggle, GitHub etc. Other methods include API, Web scraping. 

Some news portals provide data via their API keys, which is a more convenient and batter method then web 

scraping. Prior to web scraping, HTML knowledge is required. 

 Step 2: The data when fetched, must be stored in one place from where retrieval and execution becomes easy. 

 Step 3: The pre-processing phase involves several steps. When data is fetched from the web it may come with 

a lot of unwanted data such as advertisements, images, GIFs, audios etc., which must be removed as our 

clustering system work only with textual data. Removal of such unwanted data leads to high efficiency in 

clustering. Tokenization is used to convert a stream of text data into smaller units called tokens. Stop words 

removal is a process in which stop words such as ‘in’, ‘the’, ‘a’, ‘is’, etc. are removed as these word does not 

contribute in discrimination process to make clusters. Other unwanted data such as symbols, numerical data,               and 

other language data are removed as they contribute as noise in the required dataset. Removal of these data helps 

to achieve accuracy. POS tagging is a useful process for finding semantic similarity. Stemming and 

lemmatization are used to find root words from a given word. Dimensionality reduction is a process which is 

used to reduce the dimension, since the news articles data consists of a very large vocabulary. All these steps of 

pre-processing lead to achieving high accuracy and efficiency. 

 Step 4: Keywords extraction is a process of feature extraction in textual data analysis. Frequency can be used as 

a parameter for such large textual documents. The frequency count of each word is calculated on all the text 

documents. The most frequent words are considered as the keywords. 

 Step 5: Word frequency vector is generated in which the frequency of keywords from all the documents are 

enumerated. These vectors are then given as input for similarity measure computation. 

 Step 6: Fuzzy membership values are calculated to find similarity between news articles. The co-occurence is 

used to find semantic similarity. We have to get the statistical information among tokens by scanning the 

documents to get co-occurence probabilities. Mutual information, I(x,y) between two entities or points can be 

calculated using their co-occurence joint probabilities P(x, y) when two points (keywords), x and y, having 

probabilities P(x) and P(y). equation (1) gives mutual information. Mutual Information is a method for 

computation of the dependencies between two entities. Equation (2) gives mutual information between two 

keywords[23]. 

 
 Step 7: Determination of threshold value is done after calculation of membership values as on the basis of 

threshold values final clusters are built from the data. 

 Step 8: Performance evaluation phase is required to check the performance metrics of the resulted clusters of 

the articles. F- measure, precision and recall are the matrices that are used to evaluate clustering results obtained 

after the proposed algorithm is  applied. 

 

IV. RESULT AND DISCUSSION 

The news articles data are unstructured text data that contains a lot of fuzzy data. Also, clustering of news articles is a 

complex task. As related work shows a lot of work has been done on this topic, many algorithms are developed and 

applied to different news articles data sets. The clustering of news is important as users want accurate and relevant news. 

One of the applications of clustering is information retrieval. Partition algorithms produce good results but in this case, 

clusters depend on initialization. Initialization of cluster centers is done randomly[12]. 

When users search their query, they get a lot of web pages during the search, but browsing through all those documents 

is time- consuming, so relevant information retrieval is important. After going through a lot of literature, we found that 

soft clustering is more efficient for news articles clustering. So our proposed clustering algorithm can generate clusters 

such that one article may belong to more than one clusters. 
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V. CONCLUSION 

In unstructured text data, fuzzyness is created by imprecise and unclear data. This fuzzy data creates low precision for 

clustering applications. This is one of the major challenges seen in text data. Using the proposed fuzzy clustering 

technique improved accuracy and efficiency is achievable. Traditional algorithms generate clusters such that one article 

belongs exactly to one cluster only. K-means is the most preferred and convenient clustering algorithm. This is because 

of its simplicity and good results. But the limitation with this approach is the number of clusters needs to be specified 

before clustering which is unlike fuzzy clustering. So fuzzy clustering would show good performance when used as the 

intermediate step in other algorithms. 

 

VI.  FUTURE WORK 

For clustering of unstructured news articles text data, fuzzy clustering gives better user experience and accuracy. So 

implementation and experiment results will be analyzed. In this paper, framework is presented. This work requires to be 

researched for real-time news data. In future aspects, come the scalability, big data and incremental data. Also, some of 

these algorithms have become language dependent. There is no single algorithm or platform for clustering of news 

stories of any language. This aspect of text mining and cluster analysis will be taken up in future implementation. 
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