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Abstract: The fracture of the bone is common issue in human body occurs when the pressure is applied on 

bone or minor accident and also due to osteoporosis and bone cancer. Therefore the accurate diagnosis of 

bone fracture is an important aspects in medical field. In this work X-ray/CT images are used for the bone 

fracture analysis. The main aim of the this project is to develop an image processing based efficient system 

for a quick and accurate classification of bone fractures based on the information gained from the x-ray / CT 

images of the skull. X- ray/CT scan images of the fractured bone are collected from the hospital and 

processing techniques like pre-processing method, segmentation method, edge detection and feature 

extraction methods are adopted. The images are tested out by considering the image slice of single slice and 

also grouping the slices of the patients. The patients CT scan/X-ray image was classified if bone is fractured 

then if two following slices were categorized with a probability fracture higher than 0.99. The results of the 

patient x-ray images show that the model accuracy of the maxillofacial fractures is contains 80%. Even the 

radiologist’s work is not replaced by the MFDS model system, it is useful only for the providing valuable 

assistive support, it reduces the human error in the medical field, preventing the harm for the patients by 

minimizing the diagnostic delays, and reducing the incongruous burden of hospitalization. 
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I. INTRODUCTION 

Bones are the rigid organs in the human body shielding many key organs such as brain, heart, lungs and other internal 

organs. The human body has 206 bones with numerous shapes, size and structures. The huge bones are the femur bones, 

and the little bones are the auditory ossicles. Bone fracture is aordinary issue in human beings. Bone fractures can happen 

due to accident or any other case in which high pressure is put in on the bones. There are various types of bone breakage 

occurs are oblique, compound, comminuted, spiral, greenstick and transverse. There are various types of medical 

imaging tools are accessible to descry different types of malformation such as X-ray, Computed Tomography (CT), 

Magnetic Resonance Imaging (MRI), ultrasound etc. X-rays and CT are most regularly used in fracture recognition 

because it is the speedy and quite way for the doctors to study the bruise of bones and joints. Doctors generally uses x-

ray images to decide whether a fracture exists, and the location of the fracture. The database is DICOM images. In 

modern hospitals, medical images are stockpile in the standard DICOM (Digital Imaging and Communications in 

Medicine) format which incorporate text into the images. Any strive to recover and display these images must go through 

PACS (Picture Archives and Communication System) hardware. 

Deep learning, a branch of AI, has recently made significant progress in examining images with a following better 

delineation and explanation of compound data. In specific, different works deal with deep learning in orthopedic 

traumatology. However, the number of studies concerning deep learning on CT scans for fracture noticing is less. 

Moreover, building and training a neural architecture from beginning needs a large amount of data. Image classification 

networks are instructed on billions of data in the literature, using multiple servers running for several weeks. This plan 

of action is not practicable for most medical researchers. One method to get the better of this hurdle is to use the so-

called transfer learning. This procedure comprise of acquiring the highly purified characteristics of convolutional neural 
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networks ordered on millions of data and using them as ainitial point for a new model. For example, to confirm the 

enlarge of fracture detection on wrist radiographs, Kim and MacKinnon pivot on transfer learning from a deep 

convolutional neural network (CNNs), pre-trained on non- medical images. Using the inception V3 CNN [9], they 

obtained an area under the receiver operating characteristic curve (AUC-ROC) of 0.95 on the test dataset. This result 

shows that a CNN pre-trained on non-medical images can be used for medical radiographs ultimately. One more study 

was done by Chung et al., based on a CNN to detect and differentiate proximal humerus fractures using plain 

anteroposterior shoulder radiographs. The deep neural network manifested a matched performance to that of shoulder-

specialized orthopedic surgeons, but better than that of the general physicians and the non-shoulder trained orthopedic 

surgeons. This result denotes the likelihood to diagnose fractures correctly by using plain radiographs naturally. One 

more study in this field was done by Tomita et al., where they concentrated on determining osteoporotic vertebral 

fractures on CT exams. Their system comprise of two blocks: 

1. A CNN to extract radiological features from CTs; and  

2. A recurrent neural network (RNN) module to aggregate the earlier extracted elements for the final diagnosis. 

The presentation of the proposed system complement the ability of radiologist practitioners. Thus, the system 

could be ability of radiologist practitioners. 

 

II. LITERATURE SURVEY 

1. D.B.McGrigor&late Major W.Campbell were explained the Radiology of war injuries, wounds of face and 

jaw Classification of injuries, radiological reports are done upon the fractures of the face and jaw.The features 

are demanded in a radiological report upon only injuries to the face and jaw is stressed. 

2. Ralph N.Akamine.Diagnosis of the traumatic injuries of the face and jaw When associated injuries are 

suspected, medical consultation should be sought before proceeding with definitive treatment. Greater 

complexity emphasis is laid on the signs and symptoms of maxillofacial injuries. 

3. A S Grove. New techniques for the evaluation of orbital trauma in diagnostics By using conventional 

roentgenograms with linear or hypocycloidal tomography the fractures are evaluated. Damage to the paranasal 

sinuses and the nasolacrimal system has considered as a possible relevance of trauma to the orbit. 

4. M.J.C.Davdidson,B.D.Daly,J.L.Russell.The use of computed tomography in the management of facial trauma 

byBritish oral and maxillofacial surgeons The access to CT Scanners and the value ofthe reports in the 

management of patients was rated as satisfactory by 75% of respondents & similar % reported that CT service 

was becoming increasingly available to their units. No advantage in CT imaging over plain radiography. 

5. P W Cooper.High-resolution CT scanning of facial trauma Surgical findings of extent of fracturingcorrelate 

better with resolution scanning than with plain films and conventional tomography. Due to high resolution the 

CTscanner requires extra time. 

6. Aim to Moilanen.Primary radiographic diagnosis of fractures in the mandible To determine the reliability of 

primary radiography in evaluation of fractures in the mandible. Fractures in the dento – alveolar presented 

repeated difficulties in initial radiography. 

7. RH Haug,J Oral.Cranial fractures associated with facial fractures: A review of mechanism, type and severity 

of injury A review was undertaken to identify the population characteristics of patients with both facial and 

cranial fractures. He presence of cranial fractures did not play a role in the development of complications 

associated with facial fractures. 

 

III. PROPOSED SYSTEM 

The CT images of the cranial is obtained according to the standard clinical CT acquisition protocol for patient and 

preprocessing of the acquired images to construct the data set. The pixels are representing the labeled as lesions of the 

fracture. By using bilinear interpolation the axial 2D slices are researched to uniform the axial dimensions of 512 ×512 

pixels. We are using CNN (convolution neural network) to predict SKULL fracture. To train CNN author is using CT 

SCAN images and this images are not available in huge numbers so author is applying Transfer Learning mechanism 

with pre trained RESNET50 as this algorithm already trained on non-medical images and will have massive amount of 
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features so we can include fewer CT SCAN images in this RESNET model to trained our own Fracture detection model. 

By adding transfer learning concept we can increase prediction accuracy and avoid model over-fitting problem which 

may rises due to less amount of dataset images. To implement this project we have designed following modules 

1. Upload Skull-Fracture Dataset: using this module we will upload SKULL fracture CT-SCAN images to 

application 

2. Preprocess Dataset: using this module we will read all CT-SCAN images and then resize to equal size and then 

normalize all pixel values and then split dataset into train and test where application used 80% images dataset 

from training and 20% dataset for testing 

3. Train Resnet50 CNN Model: using this module we will train RESNET50 transfer learning with CNN by using 

above train and test data and then build a prediction model 

4. Accuracy Graph: using this module we will plot RESNET50 transfer learning CNN accuracy and loss graph 

5. Predict Fracture from Test Image: By using this type of module,it is easy to upload the test image and also then 

CNN will predict weather image is FRACTURE or NON_FRACTURE. 

 

IV. OUTPUT OF THE PROJECT 

 
Figure1: Home screen with dataset upload 

Figure 2: In above screen dataset contains total 305 images and application using 244 images for the training and 61 

images for the testing 

Figure 3: In above screen with RESNET50 transfer learning CNN we got 96% accuracy 
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Figure 4: In above graph x-axis shows the training EPOCH and y-axis shows the accuracy and also the loss values and 

in above graph green line shows accuracy and blue line represents LOSS 

Figure 5: In above screen in blue colour text we can see image predicted as ‘No Fracture’ 

Figure 6: In above image Fracture is predicted and similarly you can upload and test other images 

 

V. CONCLUSION 

The detection of the bone fracture by using X- ray/CT images on the basis of a computer based analysis has been exposed 

in this work. The preprocessing help to remove the noise and also edge detected by using sobel edge detector. The area 

of the fracture is calculated after the segmentation. We are applying Transfer Learning mechanism with Pretrained 

RESNET50 as this algorithm already trained on non-medical images and will have massive amount of features so we 

included CT SCAN images in this RESNET model to trained our own Fracture detection model. By adding transfer 

learning concept we can increase prediction accuracy and avoid model over-fitting problem which may rises due to less 

amount of dataset images. 
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