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Abstract: Data mining is a technique in which we are generating the required useful information by 

recognizing the pattern present in the large data. There are many techniques to do this like Clustering, 

Association, Machine Learning, Data Cleaning, Data Visualizing, Classification, Neural Networks, 

Prediction, and Data Warehousing in which we are using Classification technique to achieve the required 

result. In Classification we are classifying the predefined dataset. It is mainly used in the health care sector. 

In Classification technique we are using Logistic regression, K-Nearest Neighbors [KNN] ,Random forest, 

Naive Bayes , to classify the Various Thyroid Ailments. 
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I. INTRODUCTION 

Classification is one of the technique which detects and diagnosis various amount of diseases around the world wide, like 

skin disease, heart diseases, diabetics, thyroid diseases etc. Among these disease thyroid disease become one of the most 

common disease now a days so people need to aware about this in order to do so Indian government established Indian 

thyroid society they have introduce Making India Thyroid Aware[MITA] along  with Abbott India, the main moto of the 

institute to generate the consciousness about the thyroid for the  society in order to detect the early stage of thyroid 

disease. 

Thyriod gland is basically a organ which located at the bottom position  of the neck. This gland secrete the two important 

hormones one is Thyroxine(T4) and another one Triiodothyronine(T3).Basically the theses two hormones are helps to 

maintains the calories in our body and to provide the brain development as well as regulate the bone or muscles strength. 

If these two respective hormones do not produce in the proper manner that is either in less quantity or in high quantity 

then the thyroid will occur. If the body is secreting to much of thyroid hormone then this condition is called hyperthyroid 

and if the body is secreting little too much then it is called hypothyroidism. In this research this work the thyroid aliments 

are classified by taking the trained data set and by imposing these four algorithms Logistic regression, Random forest, 

Naïve bayes, K Nearest Neighbor.        

 

II. LITERATURE SURVEY 

By considering the literature survey Several works have been done on classifying the thyroid aliments some of them have 

been listed below: 

Lerina Aversanoetal. [7 ]has used Decision Tree, KNN, Random Forest , extra Tree classifer, MLPC, XGB, Catboast 

Gradient Boosting classification techniques in order to get the required result. Chandan R et al.[2] has used the KNN, 

SVM, ANN, Decission Tree classification techniques in order to get the required result. Sumathi A et al.[9] has used 

Decision tree and J48 classification techniques in order to get the result. Ebru Turanoglu-Bekar et al.[4] has used Decision 

tree,J48,CART,NBtree,BF tree, LAD tree, REP tree, Random tree, Random forest, LMT ,FT, Decision stump  

classification techniques in order to get the result.  

Shaik Razia et al.[8] has used decision tree classification technique in order to get result. Umar Sidiq et al.[10] has used 

KNN, Decision tree, Naive Bayes-Fold cross validation classification techniques in order to get the result. Dr. B. 

Srinivasan et al.[3] has used the Decision tree Naive Bayes, Backpropagation neural network, Support Vector machine 

classification techniques in order to get the result. Charan R et al.[1] has used the KNN ,Decision tree classification 
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techniques in order to get result. Haria Viral et al.[5] has used logistic regression, KNN, Naive Bayes, SVM, Decision 

tree classification techniques in order to get the result.  Khalid Salman et al.[6] has used SVM, Random forest, Decision 

Tree algorithm, Naive Bayces,KNN,Multi layer preceptron, linear discrimiant analysis classification techniques in order 

to get the result. 

 

III. PROPOSED METHODOLOGY 

In this proposed methodology it is mainly focusing on classifying the various types of thyroid aliments it has been 

implemented using the following techniques Logistic regression[LR], Naive Bayes, K-Nearest Neighbor[KNN], Random 

forest. 

 

3.1. Algorithm 

Step1: Enter the value to attributes Age, Gender, Pregnant,TSH,T3,T4. 

Step2: Check the validation for the entered fields  

           if it is true then go for next step3 

           otherwise go to step1 

Step3: Select the appropriate classifier 

 Naive Bayce 

 Logistic regression 

 Random forest  

 K-NN 

Step4: Predicting the result based on the selected classification module 

           if the result is 1 then it is hyper thyroid 

           if the result is 2 then it is hypo thyroid 

           otherwise, the result will be non-thyroid 

 

Step5: To predict the result using another classification technique 

           then go to step 3  

           else go to  step 6 

 

Step6: Display the accuracy of each classification models. 

 

3.2 Block Diagram 

 
Figure 1: The block diagram proposed methodology 

As shown in Figure 1 first Enter the values for given attributes for the classification such as Age, gender, 

Pregnant,TSH,T3 and T4 .later on select the particular classification technique from the given four classification 

techniques that are Logistic Regression[LR], NavieBayce, KNN and Random forest, it will match values and process the 

value that are present in the preprocessed dataset and predict the output later on it will calculate the success for the given 

respective classification techniques. 
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IV. RESULT ANALYSIS 

Authors 

 

Classification Techniques 

Classifier Success rate 

 

Chandan R et al.[2] 

 

KNN 

SVM                                                                                                     

ANN                                                                                                     

Decision Tree                                   

Logistic Regression 

93.48% 

95.38% 

75.38% 

92.3% 

96.92% 

 

 

 

 

 

Ebru Turanoglu-Bekar et al.[4] 

 

 

NB tree 

LAD tree 

J48                                                                                                  

BFTree                                              

LMT                                                                                                   

Random forest 

DS 

FT                                                                                      

Random tree                                                                                           

REPTree                                                                                               

CART 

75% 

66.25% 

66.25% 

65.25% 

65% 

65% 

41% 

63.75% 

62.50% 

62.50% 

58.75% 

 

 

Khalid salman et al.[6] 

Decision Tree                                                                                       

Support vector Machine                                                                                                 

Random forest                        

Naive Regression                                                                                    

Logistic Regression[LR]                                                                     

Linear Discriminant Analysis 

K-Neighbor Classifier                                                                              

MLP 

90.13% 

92.53% 

91.2% 

90.63 

91.73% 

83.2% 

91.47% 

96.4% 

 

 

Proposed work 

Logistic Regression[LR]                                                                                

Random forest                                                                                                                

K-Nearest Neighbor 

Naive Bayes 

96.93% 

93.18% 

97.56% 

78.94% 

Table 1: Analysis of experimental result 

The Table 1 is the comparison of various classification techniques with the proposed system. On comparing with the 

above classification technique the proposed system will provide more success rate compare to that of existing system. 

 
Figure 2: Graph for various for classification techniques 
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V. CONCLUSION 

 In India, thyroid disease is one of the common disease. In order to predict and classify the various types of thyroid disease 

this work has been done by considering the different data mining classification techniques. The classification techniques 

which are used for this works are Logistic Regression[LR], Random Forest, Naive Bayes and K-Nearest Neighbor 

classifiers. In this research work the Logistic regression works in the accuracy of 96.93%,the Random forest works in the 

accuracy of 93.18%,Navie Bayes works with the accuracy of 78.94% and K Nearest Neighbor works with the accuracy 

of 97.56%.Hence by considering all the accuracy rate Navie Bayes will produce less accuracy of 78.94% for this trained 

data set and K-Nearest Neighbor works with the highest accuracy of 97.56%.Thus by comparing these classification 

techniques K Nearest Neighbor is outdistance over other classification techniques. For feature enhancement if this 

technique combine it with other classification techniques then it would provide improved accuracy rate when compared 

with this accuracy rate. 
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