
IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 2, Issue 6, June 2022 
 

Copyright to IJARSCT DOI: 10.48175/IJARSCT-5070 557 
www.ijarsct.co.in 

Impact Factor: 6.252 

Machine Learning-Based Heart Disease Prediction 

Model 
Miss. Amruta D. Shiralkar1, Miss. Sandhya D. Takbhate2, Miss. Sushama B. Wanve3,  

Prof. Miss. Tejas Joshi4 
Students, Department of Electronics and Telecommunication Engineering1,2,3 

Guide, Department of Electronics and Telecommunication Engineering4 

SVERI’s College of Engineering, Pandharpur, India 

 

Abstract: Heart ailment is one of the full-size demanding situations in today’s; world and one of the 

principal causes of many deaths the world over. Recent advancement in machine Mastering (ML) software 

demonstrates that the use of electrocardiogram (ECG) and patients’s; facts, detecting heart ailment in the 

course of the early degree is feasible. However, each ECG and sufferers’s records are regularly 

imbalanced, which ultimately raises a task for the traditional ML to perform unbiasedly. Over the years, 

numerous statistics tiers and sets of policies and diploma solutions were exposed by way of many 

researchers and practitioners. To offer a broader view of the present literature, this has a look at takes a 

scientific. 
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I. INTRODUCTION 

Heart ailment (HD) is critical fitness trouble and several people have suffered from this ailment around the sector The 

HD occurs with commonplace symptoms of breath shortness, physical body weak point, and, feet are swollen. 

Researchers try to stumble upon an efficient method for the detection of heart ailment because the current diagnosis 

strategies of coronary heart disease aren't a whole lot effective in early time identification due to numerous motives, 

consisting of accuracy and execution time. The diagnosis and remedy of heart disorder are extraordinarily tough when 

modern-day technology and medical examiners are notavailable. An effective diagnosis and the right treatment can 

save the lives of many human beings. According to the EuropeanSociety of Cardiology, 26 million humans with HD 

have been identified three.6 million yearly Most people inside the United States are affected by heart disease. Diagnosis 

of HD is historically executed by the evaluation of the clinical history. 

 

II. LITERATURE SURVEY 

A. Heart disease prediction by using novel optimization algorithm:  

A supervised learning perspective: 

In this paper, the author developed training and testing data to analyze the present data to predict optimal results, we 

need to use the optimization technique. 

 

B. Predicting disease by using data mining based on healthcare information system: 

In this paper, the author developed The applies the data mining process to predict hypertension from patient medical 

records with eight other diseases. 

 

C. Effective Heart Disease Prediction Using Hybrid Machine Learning Techniques: 

In this paper, the author developed advise a singular technique that aims at locating big features by means of applying 

system mastering techniques ensuing in enhancing the accuracy of the prediction of cardiovascular disease. The 

prediction model is introduced with unique mixtures of functions and numerous acknowledged class strategies. We 

produce an enhanced performance stage with an accuracy level of 88.7% thru the prediction version for coronary heart 

ailment with the hybrid random woodland with a linear version 
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D. A Review on Heart Disease Prediction using Machine Learning and Data Analytics Approach 

In this paper, the author developed the saved information that can be useful for the source of predicting the occurrence 

of destiny sickness. Some of the statistics mining and device getting to know techniques are used to predict the heart 

sickness, together with Artificial Neural Network (ANN), Decision tree, Fuzzy Logic, K-Nearest Neighbour (KNN), 

Naïve Bayes and Support Vector Machine (SVM). 

 

III. OBJECTIVE 

Easy to apply: The main objective of this project is to increase a platform so one can be easy and clean to use, as here 

one has to offer the patient’s clinical information, and based on the features extracted the algorithm will then discover 

the heart ailment and notice its type. As here set of rules does the undertaking subsequently a properly skilled version is 

much less bound to make mistakes in predicting the coronary heart sickness and its type as a result, in brief accuracy, is 

advanced and thereby it additionally saves time and makes simpler for docs as well as patients to predict whether or not 

they're vulnerable to any kind of heart ailment or no longer, that is otherwise we hard to do without health practitioner’s 

involvement. No human intervention is required: To stumble on the heart ailment one ought to offer scientific details 

which include age, cholesterol, and so on. And right here the algorithm will provide the consequences based totally on 

the functions extracted and subsequently, right here possibilities of errors being made are very minimum when you 

consider that there may be no human intervention and it additionally saves a lot of time for the patients or doctors and 

they can further proceed for remedies or other approaches should faster. This is in a case where effects are supplied 

faster to them. This can in turn makes the precaution/prevention manner of heart remedy loads quicker while it saves 

doctors and patients the essential time, in an effort to cross directly to similar treatments and precautions to be taken to 

limit the effect of that coronary heart ailment. 

Not best discover the heart ailment type but also advocate precautions: 

In this undertaking, our goal is not handiest to find and are expecting the form of heart disorder but pinpoint the 

direction of the precautions to be taken to limit the effect of the heart disorder. Getting suggestions on precautions to be 

taken will help the docs and sufferers to develop without difficulty similar steps of their treatment. Efficient use of to-

be-had annotated records samples: 

There is huge consent that successful training of machines getting to know algorithms calls for many thousand 

annotated training samples. Hence, we use a community and education method that is predicated on the strong use of 

records pre-processing to apply the to be had annotated samples more efficaciously. As clinical records aren’t always 

available in a big bulk (greater than or as much as hundreds of samples, consistent with machine mastering 

requirements) we use facts pre-processing to make use of the to-be-had facts greater effectively. Data pre-processing is 

essential to the information mining approach that involves remodeling raw records into an understandable layout.  

Real-international medical records are often incomplete, inconsistent, and/or lacking in sure behaviors or trends, and is 

possible contain many errors. Data preprocessing is a tested method of resolving such troubles. Data pre-processing 

prepares raw statistics for addition and processing. 

 

IV. METHODOLOGY 

1. Support vector machine 

2. Random Forest Classifier 

3. k-Nearest Neighbors 

4. Logistic regression 

 

4.1 Support Vector Machine 

Support Vector Regression is a supervised learning algorithm that is used to predict discrete values. Support Vector 

Regression uses the same principle as the SVMs. The basic idea behind SVR is to find the best fit line. In SVR, the best 

fit line is the hyperplane that has the maximum number of points. 
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4.2 Random Forest Classifier 

The random forest is a classification algorithm consisting of many decision trees. It uses bagging and feature 

randomness when building each individual tree to try to create an uncorrelated forest of trees whose prediction by the 

committee is more accurate than that of any individual tree. 

 

4.3 k-Nearest Neighbors 

The k-nearest neighbors (KNN) algorithm is a simple, supervised machine learning algorithm that can be used to solve 

both classification and regression problems. It’s easy to implement and understand but has a major drawback of 

becoming significantly slows as the size of that data in use grows. KNN works by finding the distances between a query 

and all the examples in the data, selecting the specified number of examples (K) closest to the query, then voting for the 

most frequent label (in the case of classification) or averages the labels (in the case of regression). 

 

4.4 Logistic Regression 

Logistic Regression is a “Supervised machine learning” algorithm that can be used to model the probability of a certain 

class or event. It is used when the data is linearly separable and the outcome is binary or dichotomous in nature. That 

means Logistic regression is usually used for Binary classification problems. 

 

V. CONCLUSION 

Based on the above evaluation, it could be concluded that there is a huge scope for machine learning algorithms in 

predicting cardiovascular sicknesses or heart related sicknesses. Each of the above-stated algorithms have executed 

extremely nicely in a few instances however poorly in some different cases. Alternating decision bushes whilst used 

with PCA, have carried out extraordinarily well but decision trees have performed very poorly in a few different cases 

which can be because of overfitting. Random Forest and Ensemble fashions have achieved very well because they clear 

up the trouble of overfitting by way of using a couple of algorithms (multiple Decision Trees in case of Random 

Forest). Models based on Naïve Bayes classifier have been computationally very fast and feature also carried out 

well.SVM completed extraordinarily nicely for maximum of the cases. Systems based on device gaining knowledge of 

algorithms and strategies had been very correct in predicting the heart associated Sicknesses however nevertheless there 

is a lot scope of studies to be carried out on how to handle high dimensional statistics and over fitting. A lot of studies 

can also be done on the suitable ensemble of algorithms to use for a precise sort of statistics. 
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