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Abstract: Machine learning (ML) is expected to provide a variety of ways and effective tools to improve 

education in general in the future. Digital data tracks from different sources covering various aspects of 

students' lives are stored daily on most modern university and college campuses. However, it is very 

challenging to get a complete view of a student and combine that data, use this data to accurately predict a 

student's academic performance, and use such predictions to enhance students' positive engagement with 

universities or colleges. First of all, data from previous year’s students (name, year, department, category, 

mark, etc.) such as academic performance and behavioral measurements are entered using online forms. 

Subsequent features were extracted and machine learning-based training was provided and machine 

learning-based taxonomy algorithms will be developed to predict educational performance. Based on the 

accuracy obtained through the analyzed and tested Machine Learning algorithms, will provide a set of 

recommendations for teachers to improve students' quality and learning ability. 
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I. INTRODUCTION 

As the use of computers and the internet has spread around the world, the amount of data that can be analyzed has 

rapidly expanded. Data can be anything pertaining to the population, as well as scholarly data. Data can include 

demographic information, student academic information, and personal hobbies. In this, the new data will be emerging 

from time to time. The first step is to analyze the data. For humans, this is a difficult task. As a result, the computer 

arrives. Because it has more computing power than humans, it can analyze data more quickly and stores the data in a 

well-formatted digital format. 

This is where machine learning first appeared. Machine learning is a component of Artificial Intelligence that allows 

computers to learn from their prior experiences automatically. In this case, the Machines are expressly programmed. As 

the name implies, it offers the computer the power to make it when it comes to learning, humans, and machines are very 

similar. Machine learning is based on the nature of the learning signal. There are two types of learning: supervised 

learning and unsupervised learning. learning without supervision. The focus of this research is on supervised learning. 

learning, and in particular predictive analysis. Whenever Predictions of future outcomes have been completed. The 

importance of analysis cannot be overstated. The variety of applications for which The field of predictive analysis is 

extensive. Predicting a student's academic success is critical since it can alert teachers to pupils who may be at risk. Drop 

out of the race, and forecasting can help more support for students who need to improve their grades and their academic 

achievements. 

It is crucial to predict a student's academic achievement since it can warn teachers of students who may be at risk. 

Forecasting can assist you if you drop out of the event. More assistance for students who need to raise their GPA and 

their academic successes. This dataset should be seen as a tabular format containing student information (such as age, 

gender, academic records, and medical information). Several algorithms can be used to develop a model that produces 

results for this dissertation. Algorithms are utilized in a variety of ways. models that can be predicted. The focus of this 

research is on how linear the student's academic performance has regressed and the performance based on the dataset 

provided by the students. 
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1.1 Performance Prediction 

Improving the quality of educational processes in order to improve student performance is one of the most difficult 

issues. Instructors can adapt their teaching methods to meet the needs of low-performing students while also providing 

additional support to meritorious pupils. Students may be able to use the prediction results to help them design a 

strategy. Individuals have a clear grasp of how well or poorly they will perform in a subject and can then plan 

accordingly. Take the appropriate steps. These techniques are utilized to gain a better knowledge of the student and his or 

her learning environment. Any educational institution around the world has a long-term goal of increasing student 

retention. There are many positive impacts of increased retention such as increased college reputation, ranking, better 

job opportunities for alumni, etc. 

 

II. LITERATURE SURVEY 

To several research articles that are related to the thesis in order to specify the thesis as a well-structured thought. The 

following are the details of a few of the publications' conclusions. The linear regression technique is described in detail 

in this research report. This method is used to forecast a student's academic achievement. In this research paper, a 

model named AugmentED is proposed to predict the academic performance of college students. These experimental 

results demonstrate that AugmentED can predict academic performance with quite a high accuracy, which helps to 

formulate personalized feedback for at-risk (or unself-disciplined) students [1]. This research paper proposed various 

predictive models trained on several ML and DL algorithms for predicting students’ performance based on 

demographics variables, demographics and clickstream variables, and demographics clickstream and assessment 

variables [3]. This work aims to improve performance measure values by using ensemble methods and comparing them 

with previous studies that used the Jordan dataset to investigate student performance prediction. These results are 

obtained via the use of strategies and techniques, such as SMOTE, hyperparameter optimization, and cross-validation 

process, which demonstrate the dependability of the novel model [4]. This research paper shows overall results 

indicating that all predictive models derived from J48, NB, kNN, SVM, LR, and RF deliver better performance when we 

applied SMOTE independently to the imbalanced dataset [5]. In this research paper, the experiments show Linear 

discrimination analysis as the most effective approach to correctly predict the students’ performance outcome in final 

exams. In this study, we have used the historic results of a course to evaluate the accuracy of students’ success. It has 

tested several classification algorithms and found the linear discrimination analysis algorithm to be more accurate [6]. 

This paper implements the new applications of machine learning in teaching and learning by considering students’ 

backgrounds and students’ past academic scores and considering other attributes [7]. In this paper, the authors have 

proposed an ICGAN-DSVM algorithm to improve the prediction accuracy of students’ performance. Results have 

revealed its effectiveness by comparing ICGAN and existing CGANs, heuristic-based MKL and typical kernel functions 

as well as between ICGAN-DSVM and related works [8]. In this paper, two predictive models have been designed 

namely students’ assessment grades and final students’ performance. The models can be used to identify the elements 

that influence MOOC students' learning outcomes. The result shows that both models gain feasible and accurate results 

[9]. This paper proposes a student academic performance prediction model by applying three classification classifiers: 

KNN, Naive C4.5, and Bayes on the student data set of University A, which contains admission information and 

undergraduate GPA. The main aim of this model is to help the college to select a candidate who has the potential for good 

academic performance. The experimental results show that the KNN algorithm is better than C4.5 and Naive Bayes [10]. 

 

III. METHODOLOGY 

Collecting the data set required for the study endeavor is the first step in the implementation process. The methodology 

is used on a dataset including information from the students. It can minimize our analysis by identifying the unique 

properties of the data collection. It can't be used for analysis. Following the data collection, the data is changed into the 

format that is desired. This is how it works. Data pre-processing is what it's called. It is the most crucial stage. In order to 

extract the needed information from the raw data, the higher the rate of raw material pre-processing accuracy, the better. 

The higher the rate of accuracy of acceptable data, the better. 

After pre-processing the data, the following step is to detect and eliminate any incomplete or irrelevant data from the 

dataset in order to achieve correct findings. Getting rid of unnecessary data is known as the Data Wrangling. 
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Following that, it can use any of the algorithms, such as linear, to solve the problem. Naive Bayes Standard, regression, 

Support vector machine for better classification and decision tree algorithms, classification. 

In this paper, the linear regression algorithm is used to implement the solution. It must also select a training set from 

the dataset and identify the result properties that are relevant which determines the output and begins the classification 

process. 

FIGURE 1: System Architecture 

 

3.1 Algorithm 

The project is implemented using a variety of algorithms. This employs linear regression in this project. Even though 

they are all used to forecast the dependent variable based on the independent variable. They differ in how they 

implement the independent variables. 

 

3.2 Linear Regression 

One of the machine learning methods is linear regression. It is based on supervised learning, which is a well-known and 

simple to understand method. Even by someone who isn't very knowledgeable about machine algorithms for learning, 

linear regression is exactly what it sounds like. Regression is performed. It establishes the two parties' working connection. 

By fitting a regression line to the data, two variables can be identified. There are two variables that are reliant on each 

other. An independent variable is a variable that is unrelated to the dependent variable. It is necessary to ensure that 

there is a connection between the two. Before modeling, determine the dependent and independent variables. The degree 

to which the variables are related can be measured. The scatterplot can be used to determine this. The linear regression 

line is represented in the form of Y=a*X+b x 

 Y-Dependent Variable x 

 a-slope 

 X-Independent Variable 

 b-Intercept 

The error rate between the predicted and true values can be reduced by using the best-fit regression line to the data. 

There are two types of linear regression. One of them is only one independent variable is used in simple linear 

regression. Multiple regression is the second type of regression that is employed A way of predicting the future is linear 

regression. Multiple regressions are used in this type of analysis. This employs independent variables, which we are 

currently using for the purpose of the thesis. 

 

PSEUDOCODE 

1. Start 

2. Read .csv files 

3. Print df. head() 

4. Print df. columns. tolist() 

5. Select x=df. iloc [:, :1] 

y=df. iloc [:, :2] 

6. Split x, y, test_size, random state 
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7. Apply Linear Regression 

8. Train model.fit (X_train, Y_train) 

9. Display coefficient of determination, intercept, slope 

10. Test model_predict (X_test) 

11. Print the predicted data (Y) 

12. Print the actual data 

13. np. array (Y_test) 

14. Prediction= [8.5] 

15. Display prediction data model. predict (prediction) 

16. Stop 

 

IV. IMPLEMENTATION AND RESULTS 

 
FIGURE 2: Login page 

 
FIGURE 3: Dashboard 

 
FIGURE 4: Registration Form 
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FIGURE 5: Importing .csv files 

FIGURE 6: Output 

 

V. CONCLUSION 

The proposed system, predicts the academic performance of the students subsequently facilitating the instructors for 

timely intervention to persuade students to increase their study engagement and improve their performance. This 

research work presented a student performance prediction model based on the supervised learning technique of Linear 

Regression. This system will be helpful in many educational institutions to improve the performance of the students. 

These should draw on performance data to identify different student profiles in near real-time, which could be used to 

promptly adapt content to fit the students’ needs, and for both students and educators, this is a useful tool for assessing 

student progress. 

 

FUTURE WORK 

Furthermore, to expand our data sets in the future, with a focus on accuracy and results. To upgrade our model in the 

future and provide some additional features for academic and industrial applications. To use the model in a firm to 

anticipate or analyze employee performance on a yearly or monthly basis, the corporation can then advise employees 

about their shortcomings to boost productivity. This research will also assist us in a variety of fields. This may serve as a 

warning to students, instructors, and parents who are concerned about their daughter's or son's academic standing. This 

model's limitation is that it will only function for this curriculum. The qualities' dependencies will vary depending on the 

curriculum. In addition, both input and output data will be collected, and create a website to forecast performance. 

Students and teachers can quickly acquire guidance from a website to boost their performance. 
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