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Abstract: Sentimental analysis, also referred to as opinion mining or emotion extraction is the 

classification of emotions within a textual data. This technique has been widely used over the years in 

order to determine the sentiments, emotions within a particular textual data. Twitter is a social media 

platform that has been mostly used by the people to express emotions for particular events. In this paper 

we have collected the tweets automatically in a csv file for a number of events, analyzed them using a 

number of machine learning algorithms like Multinomial Naïve Bayes, Logistic regression, TF-ID 

vectorizer, Decision tree classifier and Support vector machine(SVM) and then compared the results. 

And also the exploratory Data analysis for positive, negative and neutral results are displayed by Bar 

graph, heat map, scatter plot, word cloud and a line graph. 
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I. INTRODUCTION 

Sentimental analysis or emotion AI refers to the use of natural language processing, computational linguistics to 

systematically extract emotions, sentiments, opinions i.e. the subjective information in a piece of textual data. Opinion 

mining has found its use mainly within the market research allowing a business to understand the sentiment regarding 

their products, services [1]. It not only allows the monitoring of opinions but also the likes and dislikes of people in 

general. 

Over the years Twitter has developed as one of the leading social media platforms and sentiments with respect to an 

event, incident in the form of tweets. By monitoring these tweets, a company or a political party can easily understand 

that how they are being perceived and what improvements could be made. In order to extract sentiment from tweets, 

sentiment analysis is used. The results from this can be used in many areas like analyzing and monitoring changes of 

sentiment with an event, sentiments regarding a particular brand or release of a particular product, analyzing public view 

of government policies etc. 

It has significantly altered the appearences, not only by supplying all necessary information but also by allowing people 

to express themselves freely. As a result when it comes to market research, social media could be considered one of the 

greatest tools to monitor peoples’s thoughts. The ability to predict sentiment within textual data has improved because to 

sentiments with a high degree of accuracy thanks to these algorithms .Machine learning enables the acquisition of new 

skills without the need for explicit training or programming. Sentiment analysis models can be used to predict not only 

the sentiment of a piece of text, but also other subjective information. 

For forcasting emotions and attitudes, several machine learning techniques could be utilized. I employed methods like 

Multinomial naïve bayes, Decision tree, Logistic regression, SVM, TF-ID Vectorizer in this paper. This is a case study 

that includes a variety of recent occurences such as Indian muslims attack, EkMokoKejriwalNe, and RCBvsPBKS. 

Tweets about such events were gathered, fed into algorithms and results are compared. 

 

II. LITERATURE REVIEW 

Hearst [3] and Kessler et al [4] were the first to classify text based on sentiments or emotions in 1992 and 1997, 

respectively. The lexical method and the machine learning technique are the two basic approaches for classification of a 
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piece of text . The capacity to extract characteristics and capture context has sparked interest in machine learning 

approaches [5]. These methods are typically used to determine the sentiment of a whole document, rather than just a few 

sentences. 

Because  it not always possible to detect sentiment based on a single word in sentiment analysis, Pederson presented and 

proved the effectiveness of n-gram extraction in 2001 [6]. Other methods required merely selecting a subset of the words 

recognized by a part-of-speech(POS) recognizer. Later on, a step by step classification strategy was created, which began 

with the removal of objective statements [1]. 

Many studies have been based on tweets gathered from twitter throughout the years. Barbosa and feng evaluated twitter 

data in 2010 by evaluating the polarity of tweets based on symbols, retweets, emoticons, and even the grammar  of the 

tweets. The sentiments of movie reviews were initially analysed using the naïve bayes method [7]. Tong and koller were 

the first to apply the support vector machine to further increase prediction accuracy. 

 

III. SENTIMENT ANALYSIS 

With the rise of social media platforms, the number of people expressing their thoughts and ideas has increased. Labelling 

these sentiments can be very valuable for people who want to use these opinions to enhance their products, services, and 

so on. [1] Sentiment Analysis is the process of analyzing and finding sentiment and opinion within it. Unsupervised and 

supervised methodologies, as well as machine learning approaches, can be used to determine emotions. 

 

Unsupervised Approach 

It uses an unlabeled dataset and built –in libraries such as TextBlob to predict if a piece of text is positive, negative, or 

neutral. 

 

Supervised Approach 

It uses a labelled dataset and machine learning techniques such as Multinomial naïve bayes, SVM, TF-ID Vectorizer, and 

others. 

Multinomial Naive Bayes – This is a supervised method that uses a probabilistic technique to categorize text into one of 

the two categories: positive or negative [9] . This algorithm assesses the probability of each word in the dataset before 

classifying tweets or text into certain groups. The bayesrule is used in this algorithm. 

P(x|y)  =
[P(y|x) P(x)]

P(y)

 

Where, x,y  = events 

   P(x|y)  = Probability of x given y is true 

   P(y|x)  = Probability of y given x is true 

   P(x),P(y) = Independent probabilities of x and y  

Steps involved: 

a. Data separation into training and test sets. 

b. Creating a vocabulary from the words in the training sets. 

c. Matching the content of the tweet with the vocabulary  

d. Creating a feature vector. 

e. Training the classifier using the feature vector i.e.,training the model. 

f. Testing the model with the test set. 

 

SVM - Support Vector Machine is a supervised learning technique that has been used to solve problems in classification 

and regression. SVM classifies the data dispersed in the n-dimensional space by determining a hyperplane. The 

categorization is based on mathematical functions known as kernels, which are then utilized to find a hyperplane. On 

opposite sides of the hyperplane, two different classes exist, and so this plane might be considered a decision boundary 

that could aid in the straightforward classification of the data points given. 

The equation of the hyperplane is as follows: 

   w.x -b = 0 
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Where w = weight vector 

   x = Input vector 

   b = bias 

The steps involved are : 

a. Collecting the practice and the test sets 

b. Data vectorization. 

c. Developing a training model SVM Model. 

d. Putting the model to the test on the set. 

 

TF-ID Vectorizer - Term Frequency and Inverse Document Frequency is a text vectorizer that converts text into a vector 

that can be used .Term Frequency (TF) and Document Frequency(DF) are combined in this formula. 

The term frequency refers to the number of times a term in a document .The frequency of a term in a document reflects 

its importance . Term frequency depicts each text in the data as a matrix with the number of documents in the rows and 

the number of distinct terms in the columns. 

The amount of papers that include a specific term is known as document frequency. The frequency of documents reveals 

how common a term is. The weight of a term is determined by the inverse document frequency(IDF), which seeks to 

minimize the weight of a term if the term’s occurences are dispersed throughout all the documents. The following can be 

used to calculate IDF: 

   idfi = log(n/dfi) 

   wi,j = tfi,j * idfi 

 

IV. METHODOLOGY 

Sentiment analysis using machine learning algorithms entails a number of phases, the majority of which involve the 

processing of twitter data. The steps are as follows: 

 Data collection  

 Data preprocessing 

 Parts of speech tagging 

 Sentimental Analysis using Machine Learning Algorithms 

 

4.1 Data Collection 

This stage entails pulling data from twitter in the form of tweets, which necessitates the creation of a twitter account. 

Apart from that, twitter permission is required to gather tweets. We extracted tweets and saved them in .csv files after 

acquiring permission. 

 

4.2 Data preprocessing 

Once the data has been collected in .csv files, it is critical to preprocesses the data and remove any extraneous information. 

There are several pre-processing procedures involved, including the following: 

1. Tokenization: URLs, Hashtags, and at mentions are removed, and string is broken down into a list of tokens. It 

is mostly used to tally the number of times words appear. 

2. N-grams Extraction: This is done by grouping related words into phrases known as n-grams. This is done in 

order to increase sentiment analysis quality. 

3. Stemming: Reading is replaced by read, and words are replaced by their stems or roots. 

4. Stop words removal: It entails removing prepositions and articles that occur frequently but have no bearing on 

the text’s overall sentiment.. 

 

4.3 Part-of-speech Tagging  

This is the process of tagging each word in terms of its parts of speech. 
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4.4 Sentiment analysis using Machine Learning Algorithm 

 Machine learning algorithms are used to a structured dataset in this method. We compared the results of Multinomial 

naïve bayes, SVM, Logistic regression, Decision tree classifier, and TF-IF Vectorizer in this study. 

 

V.  CASES 

5.1 Indian Muslims Attack 

Indian Muslims attack were the important events that occurred, last year, a number of tweets were recorded with this 

hashtags. we collected around 15000 tweets in the raw form, fed them to an in-built library and then fed them to  Machine 

learning Algorithms like Multinomial Naive Bayes,  SVM, Logistic regression, Decision tree, TF-ID Vectorizer to obtain 

the results more accurately. 

 

 

 

 

 

 

 
 

Fig1. Indian Muslims attack accuracy using Logistic Regression. 

 

 

 

 

 

 

 

 

Fig2. Indian Muslims attack accuracy using MultinomialNB. 

 

 

 

 

 

 

 

 

 

 

 

Fig3. Indian Muslims attack accuracy using TF-ID Vectorizer. 

 

 

 

 

 

 

 

 
Fig 4. Indian Muslims attack accuracy using Decision tree classifier. 
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Fig5. Indian Muslims attack accuracy using Support Vector Machine. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig6. Indian Muslims attack EDA by Bar Graph. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig7. Indian Muslims attack EDA by Heat Map. 

 
Fig8. Indian Muslims attack EDA by Scatter Plot. 
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Fig9. Indian Muslims attack EDA by WordCloud. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig9. Indian Muslims attack EDA by Line Graph. 

 

5.2 EkMokoKejriwalNe 

EkmokoKejriwalNe were the important events that occured last year, a number of tweets were recorded with this hashtags. 

We collected around 8000 tweets in the raw form, fed them to an in-built library and then fed them to  Machine learning 

Algorithms like Multinomial Naive Bayes,  SVM, Logistic regression, Decision tree, TF-ID Vectorizer to obtain the 

results more accurately. 

 

 
 

 

 

Fig11. EkmokoKejriwalNe accuracy using Logistic Regression. 
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Fig12. EkmokoKejriwalNe accuracy using Multinomial NB. 

 

 

 

 

 
 

 

 

 

 

Fig13.  EkmokoKejriwalNe accuracy using TF-ID Vectorizer.. 

 
Fig14.  EkmokoKejriwalNe  accuracy using   Decision tree classifier. 

 
Fig15.  EkmokoKejriwalNe accuracy using Support Vector machine. 
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Fig16.  EkmokoKejriwalNe EDA by Bar Graph. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig17.  EkmokoKejriwalNe EDA by Heat Map. 

 

 

 

 

 

 

 

 

 

 

 

Fig18.  EkmokoKejriwalNe EDA by Scatter plot. 
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Fig19.  EkmokoKejriwalNe EDA by WordCloud. 

 
Fig20.  EkmokoKejriwalNe EDA by LineGraph 

 

5.3 RCBvsPBKS 

RCBvsPBKS were the important events that occured last year, a number of tweets were recorded with this hashtag. we 

collected around 15000 tweets in the raw form, fed them to an in-built library and then fed them to  Machine learning 

Algorithms like Multinomial Naive Bayes,  SVM, Logistic regression, Decision tree, TF-ID Vectorizer to obtain the 

results more accurately. 

 

 

 

 

 

 

 

 

 

 

Fig21.  RCBvsPBKS accuracy using Logistic regression. 
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Fig 22.  RCBvsPBKS accuracy using MultinomialNB. 

 

 

 

 

 

 

 

 

 

 

 

Fig23.  RCBvsPBKS accuracy using TF-ID Vectorizer. 

 

 

 

 

 

 

 

 

 

 

 

Fig24.  RCBvsPBKS accuracy using Decision tree classifier. 

 
Fig 25.  RCBvsPBKS accuracy using Support Vector Machine. 
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Fig26.  RCBvsPBKS EDA by Bar Graph 

 
Fig 27.  RCBvsPBKS EDA by Heat map. 

 
Fig 28.  RCBvsPBKS EDA by Scatter plot. 

 
Fig 29.  RCBvsPBKS EDA by Wordcloud. 
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Fig30.  RCBvsPBKS EDA by Line Graph. 

 

V. RESULT 

The final result obtained after feeding the different datasets to all the mentioned Machine Learning algorithms is 

mentioned in table I 

TABLE I: SENTIMENTAL ANALYSIS 

MACHINE LEARNING 

ALGORITHM 

INDIAN MUSLIM 

ATTACK 

EKMOKOKEJRIWALNE RCBvsPBKS 

MultinomialNB 77% 61.25% 67.9% 

Logistic Regression 81.7% 61.25% 74.7% 

Decision tree 77.4% 56.25% 62.2% 

SVM 80.4% 61.25% 68.7% 

TF-ID 

Vectorizer 

81.5% 82.5% 65.7% 

Here I have predicted the sentiments for  some Hashtags like INDIAN MUSLIM ATTACK, EKMOKOKEJRIWALNE, 

RCBvsPBKS  using various algorithms .For INDIAN MUSLIM ATTACK I got the highest accuracy using TF-ID 

Vectorizer as 81.5%, For EKMOKOKEJRIWALNE again  I got the highest accuracy  using TF-ID Vectorizer as 82.5% 

and For RCBvsPBKS  again I got the highest accuracy using TF-ID Vectorizer as 65.7%. among all five algorithms I am 

getting highest accuracy using TF-ID Vectorizer only. 

 

VI .CONCLUSION 

This study found that employing Machine learning and Deep learning methods, such as Multinomial naïve bayes, SVM, 

Logistic regression, Decion tree classifier, and TF-ID Vectorizer, attitudes may be predicted with greater accuracy. 

However, the accuracy with which each of them is able to predict the sentiment differs. These have found their usage in 

the field of Natural language processing, particularly in sentiment analysis or to discern subjectiveinformation like 

opinion, emotion inside a piece of text. It can be used for social media monitoring, customer assistance, customer feedback 

analysis, brand monitoring and reputation, product analysis, market research, competitive research, and so on. 
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