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Abstract: Over the course of the lockdown, television shows, web series, and movies have been viewed more 

than ever before. In order to pick a show or movie to start, we always need to browse through several reviews 

as it feels like a significant investment of our time, and we want to be sure that they will be genuinely 

entertaining and gauging. However, these reviews often contain information that reveal things about the plot 

that a viewer should not know prior to watch the respective show or movie. These bits of information are 

popularly known as spoilers and they possess the potential of greatly impacting a viewer’s experience. These 

viewers may lose interest and in turn the production companies will to suffer from a loss of revenue. The 

issue at hand is that we want to read reviews before starting a movie or show, but we do not want to read a 

spoiler. How can we be sure that a review does not contain a spoiler? We need some warning, and that is 

why we are attempting to build a machine learning model that uses Natural Language Processing (NLP) to 

predict whether or not a particular review contains a spoiler, hence, serves as a warning. We will be using 

an IMDB review dataset to train and test our model. 
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I. INTRODUCTION 

Most people would probably say that the Entertainment industry is a frivolous one. It holds no importance when it comes 

to real-world issues. Indeed, it isn’t curing cancer or building bridges. However, Entertainment is vital in our lives. A 

Stan Lee quote describes this idea perfectly, “Entertainment is one of the most important things in people’s lives. Without 

it, they might go off the deep end.” Not only does entertainment keep humankind sane, but these industries around the 

world are also usually worth trillions of dollars. They have considerable contributions to their countries’ economies 

indirectly. They trigger chains of activities like demand for tourism, accommodation facilities, food items, transportation 

services, health services, and local labor. Movies influence us and, in some cases, even consume us.  
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II. DATA DESCRIPTION 

 

 
The dataset is fetched from https://www.kaggle.com/rmisra/imdb-spoiler-dataset, it contains: movie details and user 

reviews.First dataset (containing movie details) has a total count of 1,572 movies, movie_id = primary key,  duration = 

runtime of the movie. 

 

 
Dataset 1: Movie Details 

 

 
Dataset 2: Review Details 

 

While the second dataset (containing details about user reviews) has a total 5,73,913 reviews posted by 2,63,407 users. 

Among all the records, 1,50,924 reviews contain spoiler content. Each review is labeled with true and false value 

depending upon the spoiler content in the review. Only the plot_synopsis having more than 50 words are selected for the 

training purpose.is_spoiler = spoiler (true) or not (false). review_text may contain the spoiler.Empty  plot_synopsis 

entries. Some movie IDs have more than 4000 reviews while some of them have reviews less than 50. To reduce the 

variation in the count of the reviews we will filter out only those movie IDs which contain a review count between 300 

to 500.  

1. Long short-term memory (LSTM)  

Long short-term memory is an artificial recurrent neural network (RNN) architecture used in the field of Natural 

Language Processing and Deep Learning. Standard feedforward neural networks such as CNN and RNN, don’t 

have feedback connections. LSTMs have an advantage in this aspect over simple neural networks. LSTMs can 

process single data points such as images as well as entire sequences of data such as speeches. The standard 

LSTM unit is made up of a cell, input gate, output gate and forget gate. The cell remembers the numbers 
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periodically and three gates control the entry and exit of information from the cell. LSTMs have been established 

to address the vanishing gradient problem that can be encountered when training traditional RNNs. They can 

remember the information for long periods of time. 

 

2. Bi-directional Long short-term Memory (Bi-LSTM)  

Bi-LSTM is the improved version of Long short-term memory (LSTM). This neural network has the capability 

to have the sequence information in both directions backwards (future to past) or forward (past to future). Using 

Bi-LSTMs we can stream the input to both directions to preserve the future and previous information.  

In cases where all input time sequences are available, Bidirectional LSTMs train two instead of one LSTM input 

sequence. The first is in the correct order sequence and the second is a revised copy of the input sequence. This 

can provide more context in the network and result in faster and more efficient learning. 

This type of architecture has many advantages in real-world problems, especially in NLP. The main reason is 

that every component of an input sequence has information from both the past and present. For this reason, Bi-

LSTM can produce a more meaningful output, combining LSTM layers from both directions. 

 

 
 

III. LITERATURE SURVEY 
(Sreejita Biswas and Goutam Chakraborty). The goal of their research is to identify spoilers in movie reviews to prevent 

ruining the movie watching experience of the readers. They extracted the imdb-spoiler-dataset (contains two parts, movie 

details and user reviews) from Kaggle and applied standard text cleaning steps like removing stop words, converting all 

words to lower-case and stemming. Their approach was to compare the synopsis and the movie review, the more similar 

they are the more likely it is that a spoiler is present in the review. Using the Random Forest Classifier with ‘Gini’ 

criterion they were able to achieve an accuracy of 86 percent with their model. 

(Hwanjo Yu Sungho Jeon, Sungchul Kim). The goal of this research paper was to detect specifically those spoilers that 

appear on Social Networking Sites. They aimed to build a spoiler detection model which would allow people to freely 

go through social media and stay connected with their friends whilst still avoiding any spoilers. They generated their own 

dataset by collecting tweets regarding season 13 of Dancing with the Stars US and the 2014 World Cup. They found four 

features that can help in distinguishing tweets with spoilers from tweets without spoilers: Named Entity, frequently used 

verb, objectivity and URL and the tense of the tweet. To save time they chose a semi-supervised learning approach and 

trained their model using the SVM classifier algorithm. They were able to achieve an f-score of 0.7912.   

(Saarthak Sangamnerkar Allen Bao, Marshall Ho). Using natural language processing to detect spoilers in book reviews.} 

– The aim of this research paper was to detect spoilers in book reviews. They used the UCSD Goodreads Spoiler dataset 

to train their model. They experimented with LSTM, BERT and RoBERTa language models. LSTM gave them the most 

promising result with an AUC score of about 0.91. 

 

IV. METHODOLOGY 
The proposed Spoiler detection model is based on Bi-directional LSTM neural network. Plot synopsis consists of entire 

movie details and can be considered as the ultimate spoiler. Movie reviews from the IMDB dataset are first pre-processed. 

Punctuation and stop words are removed from reviews and plot synopsis. Synopsis and movie reviews are turned into 

space-separated padded sequences of words. These sequences are again further split into lists of tokens using tokenizer. 
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Global Vectors for Word Representation (GloVe) embeddings is provided by the Stanford NLP team [5]. GloVe 

embedding are pre-trained and are used to deal with high-volume corpus. The embedding layer will load the weights 

from GloVe instead of loading random weights. 

Once the text pre-processing is done, the approach is to score the similarity between the plot and the reviews. Features 

such as similarity score and difficult words score are extracted. Padded reviews are passed to Bi-directional neural 

network having embedding layers and dense layers. The model is trained repeatedly to reduce work loss and improve 

accuracy. Binary cross-entropy is used to detect reviews containing spoilers and non-spoilers. Adaptive learning 

optimization algorithms such as RMSProp and Adam are used to improve the model performance. 

 

 
 

V. RESULTS 
All codes are written in Python 3.8, using Tensorflow 2.0. All experiments have been performed on a Core™ processor 

Intel® CPU i7-4790U 3.60 GHz with 16 GB RAM. The two datasets utilized in this study are obtained from an open 

Machine Learning Repository accessible at Kaggle (refer Data Description section). The performance accuracy of the 

candidate model can be calculated using various available evaluation metrics. To check the prediction accuracy whether 

the news article is correctly classified as SPOILER or NON-SPOILER, accuracy as evaluation metric is used. Accuracy 

is calculated as ratio of number of correctly predicted samples to total number of samples for a given data set. The datasets 

are partitioned as 78:2:20 to train, validate and test the model. 

 

Model Accuracy 

Bi-directional LSTM-RNN 77% 

 

 



IJARSCT 
 

 ISSN (Online) 2581-9429 

    

 

          International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 2, Issue 7, May 2022 

 

Copyright to IJARSCT DOI: 10.48175/IJARSCT-4350 293 
www.ijarsct.co.in 

Impact Factor: 6.252 

 

VI. CONCLUSION 
 

In our implementation using the LSTM language model, we achieved an accuracy of 78 percent. While there is room for 

improvement, this model still detects the majority of spoilers, saving readers from having their movie-watching 

experience ruined and production companies from having their potential for generating revenue disturbed. Despite having 

the feature to tag spoilers, most reviewers do not use it. Hence, review platforms like IMDB and Rotten Tomatoes could 

use the proposed system to have reviews appropriately tagged automatically. 
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