Automatic Mood and Gloom Detection using Visual Inputs
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Abstract: In natural psychological equilibrium, tension may be generally perceived as disturbance. If a user is unable to reconcile the expectations imposed on him/her with user capacity to deal to them, so it generates tension and produces burden on mental health. Gloom may be generally described as psychological equilibrium disruption. One of major research fields of biomedical engineering is Gloom detection, as proper Gloom prevention could be easy. Facial expression recognition is the process of identifying human emotion. This is both something that humans do automatically but computational methodologies have also been developed. Several bio signals are available. Which are useful in identifying levels of Mood and Gloom since these signals indicate distinctive changes in the induction of Mood and Gloom. In this project, because of the easily accessible datasets on Kaggle, image processing is used as the primary candidate and the CNN model types have been formed which is used to predict the mood and gloom of persons.
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I. INTRODUCTION

Gloom and anxiety disorders are highly prevalent worldwide. Attention to the adverse effects of Gloom on patient health, as well as its associated economic burden has been warranted. To support objective Gloom assessment, the affective computing community engaged signal processing, computer vision and machine learning approaches for analyzing verbal and non-verbal behavior of Gloom patients and made predictions about what patterns should be indicative of Gloom state. These studies have analyzed the relationship between objective measures of voice, speech, non-verbal behavior and clinical subjective ratings of severity of Gloom for the purpose of automatic Gloom assessment. Despite major advances have been achieved in recent years, there are still several open research directions to be solved in the study of Gloom: Audio and video features from individual only concern the paralinguistic information, such as speaking rate, facial action units (AUs), etc. rather than the linguistic information from the speaking content, which can reflect the sleep status, emotional status, feeling and other life status of the individual. It is important to explore more effective audio, visual, linguistic and other multi-modal features, and design multi-modal fusion framework for Gloom recognition.

Due to the privacy issues, only limited Gloom datasets are currently available, and there are barely pre-training models for Gloom. Moreover, these common-used Gloom datasets also lack consistency. They have different languages, different durations, different data types and different targets, which make them difficult to be combined to increase the number of samples, therefore difficult to take advantage of deep models. Adopting some data augmentation approaches to increase the number of samples are requisite to improve the model performance. Gloom is a state of low mood and aversion to activity. From this perspective, the study of Gloom should be closely related to affective state. However, the current researches on Gloom and affective state are relatively independent. We hypothesize that combining Gloom estimation and dimensional affective analysis simultaneously would yield more powerful Gloom analysis.

II. LITERATURE SURVEY

Humans utilize emotion as a means of communicating their sentiments. It can be communicated by facial expressions, body language, and tone of speech. Because the most powerful, natural, and universal signal to express humans’ emotion condition is their facial expression, it is a primary way of transmitting emotion. Human facial expressions, on the other hand, have similar patterns, making it difficult to recognize them with the naked eye. For example, the emotions of fear and
surprise are extremely similar. As a result, determining the face expression will be difficult. As a result, the goal of this research is to create a mobile-based emotion identification application that can determine emotion based on facial expression in real time. Convolutional Neural Network (CNN), a Deep Learning-based approach, is used in this research. The Mobile Net technique is used to train the recognition model. There are four different forms of face expressions: pleased, sad, surprised, and disgusted. As a result, this study's recognition accuracy was 85 percent. The built application could be improved in the future by including more face expression types.[1].

Machine learning has been implemented in the medical profession to improve diagnosis accuracy, precision, and analysis while minimizing tiresome tasks. Machine learning now has the ability to recognize mental illness such as depression, according to accumulating research. Because depression is the most common mental condition in our society today, and practically everyone suffers from it. As a result, depression detection models that provide a support system and early identification of depression are in high demand. This study is based on a machine learning-based image and video-based depression detection model. This study examines data collection strategies as well as databases. [2].

Facial expressions are important in social communication because they convey a lot of information about people, including their moods, feelings, and other characteristics. Many researchers achieved ideal accuracy in most widely used facial recognition datasets, while the best model accuracy in FER2013 is around 74%. The goal of this paper is to use deep learning-based models to solve this problem. [3].

Facial expression recognition is a hot topic in a variety of sectors, including artificial intelligence, gaming, marketing, and healthcare. The purpose of this paper is to sort human face photos into one of seven primary emotions. Before arriving at a final Convolutional Neural Network (CNN) model, a variety of models were tested, including decision trees and neural networks. Since of their huge number of filters, CNNs are excellent for image identification jobs because they can catch distinctive aspects of the inputs. Six convolutional layers, two max pooling layers, and two fully connected layers make up the suggested model.[4].

III. OBJECTIVES
- The main goal of this project is to Detect Moods and Gloom of Person
- The aim of the system is to continuously track human Mood and Gloom and try to contain it within normal levels.
- Using CNN Classifier to predict Mood and Gloom of user

IV. IMPLEMENTATION DETAILS OF MODULE
4.1 Convolutional Neural Network (CNN)

Step 1: Convolution Operation
Convolutional layer is the core part of the Convolutional neural network, which has local connections and weights of shared characteristics. The aim of Convolutional layer is to learn feature representations of the inputs. Convolutional layer consists of several feature maps. Each neuron of the same feature map is used to extract local characteristics of different positions in the former layer, but for single neurons, its extraction is local characteristics of same positions in former different feature map. In order to obtain a new feature, the input feature maps are first convolved with a learned kernel and then the results are passed into a nonlinear activation function. We will get different feature maps by applying different kernels.

Step 2: Pooling
The sampling process is equivalent to fuzzy filtering. The pooling layer has the effect of the secondary feature extraction, it can reduce the dimensions of the feature maps and increase the robustness of feature extraction. It is usually placed between two Convolutional layers. The size of feature maps in pooling layer is determined according to the moving step of kernels. The typical pooling operations are average pooling and max pooling. We can extract the high-level characteristics of inputs by stacking several Convolutional layer and pooling layer.

Step 3: Full Connection
In general, the classifier of Convolutional neural network is one or more fully-connected layers. They take all neurons in the previous layer and connect them to every single neuron of current layer. There is no spatial information preserved in fully-connected layers. The last fully-connected layer is followed by an output layer. For classification tasks, SoftMax regression is commonly used because of it generating a well-performed probability distribution of the outputs. Another commonly used method is SVM, which can be combined with CNNs to solve different classification tasks.

V. Conclusion
This study was undertaken for finding out the level of moods in five different videos of user. The presence of ‘Happy’, ‘Neutral’, ‘Fearful’, ‘Sad’ facial features, which are found prominent in videos were found out and analyzed. The dataset for training and testing was captured separately and the facial features of the same were classified using a CNN classifier. The amount of the positive and negative emotions in each image was analyzed and the image were predicted as image with ‘Happy and Not Gloom’, ‘Sad and Mild Gloom’ or ‘High Symptoms of Gloom’.
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