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Abstract: In a diverse country like India where most of the people are multilingual the use of the pure 

language is decreasing. Interpretation of such mixed language becomes easy for human but complex for 

machine. There are many machine learning models which are trained for pure language translation but there 

is a research gap in the field of code-mixed language translation. In order to bridge this gap, the paper 

presents a model which uses Hinglish as a standalone language to be translated into English. In this paper, 

we have discussed the algorithm, technique and limitation of our system. 
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I. INTRODUCTION 

    In the growing Era of technology, use of mixed language is getting normalized to a extend that even social media posts, 

speech, day-to-day communication are done in mixed language and use of pure language is decreasing. Hence there is lot 

of data available in mixed language which becomes difficult for the machine to interpret. There are lot many work done for 

translation of pure languages but now research need to focus on analyzing the content available in mixed languages. We 

have come up with the translation model for code-mixed language (Hinglish) in NLP. 

The objective of this project is to translate Hinglish (Hindi+English) which is combination of Hindi and English language 

to pure English language. The proposed model uses Hinglish as standalone language which makes it a direct translator of 

code-mixed language to pure language. It helps in analyzing the content available in mixed languages. It will also bridge 

the gap between the interaction of machine and human making it more real. 

 

1.1 Related Work 

    Lot of research is going on code-mixed content and in particular those involving language tagging. An ensemble model 

was created by Jhamtani et al. (2014) which was combination of two classifiers to form a LID mixed with Hindi-English 

code. Features like word frequency, modified edit distance, character n-grams were used by first classifier and second 

classifier used the output from previous one for current word as well as languages and pos tag for nearby words to give final 

tag. Rijhwani et al. (2017) came up with fully unsupervised language tagger which used arbitrary set of languages. About 

back-transcription, Bilac and Tanaka (2004) proposed a hybrid approach. It combined phoneme, graphim and segmentation 

based modules. An architecture for bach-transliteration which uses SMT framework that is described in (Franz et al., 2003) 

was introduced by Luo and Lepage (2015).Ravishankar (2017) discussed a finite-sate system for back-translliteration of 

Marathi words to English. Sinha and Thakur (2005) worked on translation of English-Hindi code mixed to pure English 

from linguistic view by using morphological analyzers but they did not do any depth evaluation. Dhar et al. 2018 also 

worked on translating code-mixed language using parallel corpus. 

 

II. SYSTEM REQUIREMENTS 

2.1. Software Requirements 

 OS - Windows 8 or above 

 Any Code editor (VS Code) 

 Libraries – Pickle, Numpy, Keras, Tensor Flow, NLTK 
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2.2. Hardware Requirements 

 RAM 4Gb or above 

 Processor - i3 or above 

 

III. DATASET PREPARATION AND PRE-PROCESSING 

    Our model requires Hinglish-English sentence pairs. As we know for a efficient machine learning model quality and 

quantity of dataset play a vital role. Since Hinglish sentences dataset is not readily available we have created our own 

dataset.There are more than 10,506 english-hinglish  pairs and still working on it. We used 9456 pairs for training and 1050 

testing. The dataset requires some pre-processing which includes:  

 Punctuation removal to make it a plain sentence without any punctuation mark. 

 Normalising of words to reduce its randomness. 

 Separating the Hinglish-English pairs using similar symbol. 

 
Figure 1: Sample image of dataset 

 

IV. PROPOSED SYSTEM 

 
Figure 2: Architecture for mixed-code translation model 
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Figure 2  includes the architecture for the mixed-code translation model. The model is divided into three layers viz. input 

layer,LSTM layer and output layer. 

 

4.1. Input Layer 

After preprocessing of data the cleaned string is given as a input. 

 

4.2. LSTM 

    LSTM layer consists of encoder and decoder that are both stacks of residual attention blocks.The uniqueness of such 

encoder-decoder model is that such sttention blocks can process an input sequence i.e. X1:n  for variable length n without 

showing repeating structure. In order to solve a sequence to sequence problem we need to get an input sequence mapping 

X1:n to an output sequence Y1:m. 

The encoder-decoder model defines conditional distribution of target vectors Y1:n when given input sequece X1:n:  

� �enc,θdec(�1: �|�1: �) 

The encoder part will then encode the input sequence into a sequence which is hidden states x1:n and thus mapping will be 

defined : 

����� ∶ �1: � → �1: � 

The decoder part will then define the conditional probability of target vector sequence y1:n when given the sequence of 

encoded hidden states X1:n : 

�����(�1: �|�1: �) 

This distribution is factorised to a product of conditional probability distribution of target vector Yi given the encoded 

hiddedn states X1:n and also all previous target vectors Y0:i-1 : 

�����(�1: �|�1: �) =  � �����(��|�0: � − 1, �1: �)

�

���

 

The decoder will map the sequence of encoded hidden states X1:n and also previous target vectors Y0:i-1 to logit vector li 

which is then processed by softmax operation to define conditional probability  �����(��|�0: � − 1, �1: �) 

After defining the conditional probability we can now auto-repeatedly generate output and thus mapping is defined on input 

sequence X1:n to output sequence Y1:m  

 

V.  EXPERIMENTAL ANALYSIS 

5.1 Calculating Accuracy 

    The datset is splitted in 90:10 ratio.The accuracy of the model is caclculated using BLEU score.It is a number between 0 

and 1 which measures quality of text translated by machine.With the available dataset the model gave BLEU score of 0.4 

for testing which will eventually increase to 0.6-0.7 as quality and quantity of dataset will increase. 

 
Figure 3: Mathematical Expression of BLEU score 
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VI. RESULTS 

6.1.Train Result 

 
Figure 4. Training the Model 

 
Figure 5. Testing the model 
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VII. LIMITATIONS 

o As there is limited work in code-mixed language domain the dataset for Hinglish sentences are not readily available 

and needs to be created manually due to which minimal data is available which eventually hampers the accuracy 

of model. 

o We could work to improve the performance of model to translate group of sentences or paragraph along with more 

grammatical aspects so that it will produce better results. 

o The model is still in prototype phase which generates result for limited scope of sentences.In order to deploy it for 

real time translation the quality and quantity of dataset needs to be improved. 

 

VIII. FUTURE RESEARCH DIRECTION 

 Direct Machine approach translates word to word from SL to TL with basic analysis and less consideration of 

grammar. It works well only for small sentences. We could work to improve its performance to translate group of 

sentences or paragraph along with more grammatical aspects so that it will produce better results. 

 All the approach mention above mostly work on pure language but for code mix language we need more systemic  

approach in machine translation also accuracy of the above mentioned approach varies drastically even if slight 

change in grammar or spelling nuance results in low accuracy. 

 Now a day’s code mixing has become very common phenomenon. In the Era of globalization where people from 

vivid background interact, combination of two or more languages while communicating is becoming a normalcy. 

As a human we can interpret it but for machine understanding such languages is quite difficult so we can work to 

improve accuracy of our system to analyse such combined languages e.g. Hinglish (English + Hindi). 

 

IX. APPLICATIONS 

o Chatbot: For more realistic and interactive communication. 

o For various types of Security Purpose. 

o Personal Assistant: personal assistant like Alexa, Google, etc. 

o We can use this as a speech to text translation. 

o Data analytics: To analyze social media post, comments, image, videos, blogs etc. 

 

X.  CONCLUSION 

    This implementation paper proposed the use of LSTM algorithm for translation of code-mixed language. It considered 

Hinglish as standalone language which is unique feature of the model. It will help in analysing the large chunk of data which 

cannot be accurately interpreted due to mixed words from different languages. It came up as improvement to various 

previously developed systems which involved use of intermediary language for translation of mixed languages. With 

improvement in dataset we will be able to increase the accuracy of the model to 0.6 -0.7 and deploy it for real time translation. 
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