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Abstract: This paper presents the development and implementation of an artificial intelligence-driven
metallurgical property prediction system that leverages machine learning algorithms to predict
mechanical, thermal, and electrical properties of metal alloys based on their chemical composition. The
system addresses the critical need for rapid and accurate property prediction in materials science,
enabling accelerated alloy design and optimization processes. Our web-based application utilizes
ensemble machine learning models trained on comprehensive metallurgical datasets to predict key
properties including yield strength, tensile strength, hardness, thermal conductivity, electrical
conductivity, and corrosion resistance. The system demonstrates significant potential for reducing
experimental costs and time-to-market for new alloy development. Results show prediction accuracies
exceeding 92% for mechanical properties and 88% for thermal/electrical properties, with processing
times under (.2 seconds per prediction.
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I. INTRODUCTION

The field of metallurgy has undergone a revolutionary transformation with the integration of artificial intelligence and
machine learning technologies, fundamentally changing how we approach alloy design and development. Traditional
metallurgical approaches have long relied on extensive experimental testing, which is not only time-consuming and
expensive but also limits the exploration of vast composition spaces that could potentially yield superior materials. The
development of new alloys typically requires numerous iterations of synthesis, characterization, and testing, often
taking years to achieve desired properties, with this process becoming particularly challenging when dealing with
complex multi-component alloys where the relationship between composition and properties is highly non-linear and
involves intricate synergistic effects between different alloying elements. Recent advances in computational materials
science have demonstrated the tremendous potential of machine learning algorithms to predict material properties from
composition data, offering significant advantages over traditional methods including reduced experimental costs, faster
design cycles, and the ability to explore composition spaces that would be impractical to test experimentally.

However, the primary challenge in metallurgical property prediction lies in establishing accurate relationships between
chemical composition and material properties, as traditional empirical models often fail to capture the complex
interactions between different alloying elements, particularly in multi-component systems, while the lack of
standardized prediction tools accessible to materials scientists and engineers has limited the widespread adoption of
computational approaches in alloy design. This research addresses these critical gaps by developing a comprehensive
machine learning-based system for predicting metallurgical properties from alloy composition, creating an accessible
web-based interface for property prediction, validating the accuracy and reliability of the prediction models, and
demonstrating the practical applicability of the system in real-world alloy design scenarios.

The study focuses on the prediction of mechanical properties (yield strength, tensile strength, hardness, elongation),
thermal properties (thermal conductivity), electrical properties (electrical conductivity), and corrosion resistance for
common engineering alloys including steel grades, aluminum alloys, titanium alloys, and nickel superalloys, while
acknowledging that the system is currently limited to prediction based on chemical composition and does not account
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for processing conditions, heat treatment, or microstructural features, representing both the scope and limitations of this
initial implementation.

II. EASE OF USE

A fundamental design principle of the Al Metallurgy Predictor is its exceptional ease of use and accessibility, making
advanced computational materials science capabilities available to users with varying levels of technical expertise. The
system eliminates the traditional barriers to computational materials prediction by providing an intuitive web-based
interface that requires no specialized software installation, programming knowledge, or computational resources,
enabling metallurgists, materials engineers, researchers, and even students to leverage sophisticated machine learning
models without technical complexity. The user experience is designed around a simple three-step process: users select
their alloy type from a comprehensive dropdown menu, input the chemical composition using familiar percentage
values, and receive comprehensive property predictions within seconds, with the entire workflow taking less than two
minutes from start to finish.

The interface features real-time validation and error checking, automatic composition normalization, interactive
progress indicators, and contextual help tooltips that guide users through the input process, while the results dashboard
presents predictions in an organized, visually appealing format with color-coded property categories, confidence
indicators, and clear units of measurement. The system's responsive design ensures optimal functionality across desktop
computers, tablets, and mobile devices, while its accessibility features include keyboard navigation support, screen
reader compatibility, and high contrast modes that meet WCAG 2.1 AA standards. Furthermore, the platform provides
comprehensive export functionality, allowing users to download results as PDF reports or print them directly, making it
easy to integrate predictions into reports, presentations, or documentation workflows. This emphasis on usability and
accessibility represents a significant departure from traditional computational materials tools that often require
extensive training and technical expertise, democratizing access to advanced property prediction capabilities and
enabling broader adoption of Al-driven approaches in materials science and engineering.

II1. SYSTEM DESIGN

The Al Metallurgy Predictor incorporates a sophisticated point-based scoring system that provides users with intuitive,
quantitative assessments of alloy compositions beyond simple property predictions. This scoring methodology
evaluates compositions across multiple dimensions, assigning points based on metallurgical principles, industrial
applicability, and performance optimization criteria. The system employs a comprehensive 100-point scale where
compositions are evaluated across four primary categories: mechanical performance (25 points), thermal and electrical
properties (20 points), corrosion resistance and durability (25 points), and manufacturability and cost-effectiveness (30
points). Within each category, specific sub-criteria are weighted according to their importance for different alloy types
and applications, with the mechanical performance category considering factors such as strength-to-weight ratio,
fatigue resistance, and impact toughness, while the thermal and electrical properties category evaluates thermal
conductivity, electrical resistivity, and thermal expansion characteristics.

The corrosion resistance and durability category assesses pitting resistance, stress corrosion cracking susceptibility, and
general corrosion behavior, while the manufacturability and cost-effectiveness category considers factors such as
weldability, machinability, availability of raw materials, and overall production costs. The scoring algorithm
incorporates both absolute property values and relative performance metrics, comparing predicted properties against
industry standards and optimal ranges for specific applications, with bonus points awarded for exceptional performance
in critical areas and penalty points deducted for compositions that fall outside acceptable ranges or exhibit potential
processing difficulties. The system also provides detailed explanations for scoring decisions, highlighting specific
strengths and weaknesses of each composition, along with recommendations for optimization, making it an invaluable
tool for alloy design, quality assessment, and educational purposes.

This point-based approach transforms complex metallurgical data into easily interpretable scores that enable rapid
comparison between different compositions, facilitate decision-making processes, and provide clear guidance for alloy
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development and selection, ultimately bridging the gap between advanced computational predictions and practical
engineering applications.

IV. MATHEMATICAL FORMULATIONS AND KEY EQUATIONS
The AI Metallurgy Predictor system is built upon a foundation of established metallurgical equations and machine
learning formulations that capture the complex relationships between alloy composition and material properties. The
core mathematical framework incorporates both empirical metallurgical relationships and advanced machine learning
algorithms to provide accurate property predictions. The system utilizes several key equations for feature engineering
and property prediction, including the Carbon Equivalent (CE) calculation for weldability assessment, the Pitting
Resistance Equivalent (PRE) for corrosion resistance evaluation, and various hardness conversion formulas for multi-
scale hardness predictions. The Carbon Equivalent equation, widely used in steel metallurgy, is expressed as:
CE=C+Mn/6 + (Cr+ Mo + V)/5+ (Ni+ Cu)/15 (1)
where C, Mn, Cr, Mo, V, Ni, and Cu represent the weight percentages of carbon, manganese, chromium, molybdenum,
vanadium, nickel, and copper respectively. The Pitting Resistance Equivalent, crucial for stainless steel evaluation, is
calculated using:
PRE = Cr + 3.3Mo + 16N (2)
where Cr, Mo, and N are the weight percentages of chromium, molybdenum, and nitrogen. The system also
incorporates the Austenite Stability Index for phase prediction:
ASI =Ni + 0.5Mn + 30C + 30N (3)
and the Ferrite Number for microstructure prediction:
FN =3.34(Cr + Mo + 0.5W) - 2.46(Ni + 0.5Mn + 25C + 30N) (4)
The machine learning models employ ensemble methods combining Random Forest, Gradient Boosting, and Support
Vector Regression algorithms, with the final prediction expressed as a weighted average:
P_predicted = w;P_RF + w,P_GB + wzP_SVR(5)
where P_predicted is the final property prediction, P RF, P_GB, and P_SVR are predictions from Random Forest,
Gradient Boosting, and Support Vector Regression models respectively, and wy, w,, w3 are the corresponding weights
determined through cross-validation. The confidence score for each prediction is calculated using the standard deviation
of ensemble predictions:
Confidence =1 - (c_ensemble / p_ensemble) (6)
where 6_ensemble is the standard deviation of ensemble predictions and p_ensemble is the mean prediction value. The
point scoring system employs a weighted sum approach:
Total_Score = Xi(w; x S;) (7)
where w; represents the weight of category i and S; is the score for category i, with the weights normalized such that
%iw; = 1. These mathematical formulations provide the theoretical foundation for the system's predictive capabilities
and scoring methodology, ensuring both accuracy and interpretability in the property prediction process.

V. RESULTS AND EVALUATION
Metallurgical Property Prediction RF-Model

‘Acourasy Percentage (%)
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e Random Forest model outperforms all other models significantly
e  Perfect success rate: 100% of properties exceed 90% accuracy threshold

Metallurgical Property Comprehensive Analysis

e  Bar chart showing (max - min) for each property

e  Purpose: Shows which properties have highest variability

Dataset Analysis Charts

[T

Top Left - Carbon Content:
e Shows percentage of carbon-containing vs non-carbon materials
e Purpose: Material classification by carbon content

Top Right - Metal Type Distribution
e Transition metals, light metals, noble metals, base metals
e Purpose: Shows predominance of transition metals

Bottom Left - Data Source Distribution:
e Breakdown by database sources (sample, experimental, etc.)
e Purpose: Shows data provenance and reliability

Bottom Right - Primary Element Distribution:
e Most abundant element in each material (Fe, Al, Ti, etc.)
e  Purpose: Shows iron-based materials dominate
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Neural network training curves
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Training vs validation loss over epochs
Purpose: Shows neural network learning behavior and potential overfitting
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