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Abstract: In the future, intelligent machines will replace or enhance human capabilities in many areas.
Artificial intelligence is the intelligence exhibited by machines or software. It is the subfield of computer
science. Artificial intelligence is becoming a popular field in computer science as it has enhanced the
human life in many areas. Artificial intelligence in the last two decades has greatly improved
performance of the manufacturing, service sector and so in the field of education. Study in the field of
artificial intelligence has given rise to the rapidly growing technology known as expert system.
Application areas of artificial intelligence is heaving a huge impact on various fields of life as expert
system is widely used in these days to solve the complex problems in various areas as education,
engineering, business, medicine, weather forecasting etc. The areas employing the technology of
artificial intelligence have seen an increase in the quality and efficiency. This paper gives an overview of
this technology and the scope of artificial intelligence in different areas with special reference to the use
of this technology in the field of education along with its meaning, searching techniques, inventions and
future.
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I. INTRODUCTION

It is claimed that artificial intelligence is playing an increasing role in the research of educational technology,
management sciences and operational research areas. Intelligence is commonly considered as the ability to collect
knowledge to solve complex problems. In the near future intelligent machines will replace human capabilities in many
areas. Artificial intelligence is the study of intelligent machines and software that can reason, learn, gather knowledge,
communicate, manipulate and perceive the objects. John McCarthy coined the term in 1956 as branch of computer
science concerned with making computers behave like humans. It is the study of the computation that makes it possible
to perceive reason and act. Artificial intelligence is different from Psychology because it emphasis on computation and
is different from computer science because of its emphasis on perception, reasoning and action.

Major artificial intelligence areas are Expert systems, Intelligent computer aided instructions, Natural language
processing, Speech understanding, Robotics and sensory systems, Computer vision and scene recognition, Neural
computing. From these expert system is a rapidly growing technology which is heaving a huge impact on various field
of life. The various techniques applied in artificial intelligence are Neural network, Fuzzy logic, Evolutionary
computing, Computer aided instructions and Hybrid artificial intelligence. It is the science and engineering of making
intelligent machines, especially intelligent computer programs. It is related to the similar task of using computers to
understand human intelligence, but Al does not have to confine itself to methods that are biologically observable. While
no consensual definition of Artificial Intelligence (Al) exists, Al is broadly characterized as the study of computations
that allow for perception, reason and action. Today, the amount of data that is generated, by both humans and machines,
far outpaces humans’ ability to absorb, interpret, and make complex decisions based on that data. Artificial intelligence
forms the basis for all computer learning and is the future of all complex decision making. This paper examines features
of artificial Intelligence, introduction, definitions of Al history, applications, growth and achievements.
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II. EVOLUTION OF AI DEFINITION

Al has a history much longer than is commonly understood, in fields from science and philosophy ranging all the way
back to ancient Greece but its modern iteration owes much to Alan Turing and conference in Dartmouth College in
1956 where the term “Artificial Intelligence” was officially coined and defined by John McCarthy at the time as “the
science and engineering of making intelligent machines”. Russel and Norvig (2020) referred to it as the “the birth of
artificial intelligence.” One of the initial paradigms of Al was that it revolved around high-level cognition. Not the
ability to recognise concepts, perceive objects, or execute complex motor skills shared by most animals, but the
potential to engage in multi-step reasoning, to understand the meaning of natural language, to design innovative
artefacts, to generate novel plans that achieve goals, and even to reason about their own reasoning. This general human
like intelligence was referred to as strong Al For strong Al, the primary approach has centred on symbolic reasoning,
that computers are not simply numeric calculators but rather general symbol manipulators. As noted by Newell and
Simon (1976) in their physical symbol system hypothesis, intelligent behaviour appears to require the ability to
interpret and manipulate symbolic structures. While this approach showed promise initially (Newell & Simon, 1963),
many branches of Al have retreated from this approach due its difficulty and the lack of progress coming in to the 21st
century. It remains yet uncertain on when and if strong Al will be made a reality. The distinction between weak Al and
strong Al is also concerned with rule adherence, i.e., the way machines interact with rules distinguishes rule-based
decision making in which machines strictly respect the rules set by developers from rule following decision making
which machines follow rules that have not been strictly specified to them. Rule-based decision-making matches weak
Al, while rule-following decision making is an attempt that tends towards strong Al. An example of rule-following
decision making is neural networks (NN), which allow algorithms to learn from themselves. Strong AI would be
machines making their own rules and then follow them, which is not possible at the stage of right now Al has gone
through many peaks and troughs since its early inception in the 1950s, usually referred to as Al “summers and winters.
Since 2010, however, Al can be said to have once again entered a summer period, mainly due to considerable
improvements in the computing power of computers and the access to massive amounts of data .This resurgence in Al
research is the result of three breakthroughs: (1) the introduction of a much more sophisticated class of algorithms; (2)
the arrival on the market of low-cost graphics processors capable of performing large amounts of calculations in a few
milliseconds; and (3) the availability of very large, correctly annotated databases allowing for more sophisticated
learning of intelligent systems (Jain et al., 2004, Khashman, 2009, PWC, 2019). Despite the length of time the field has
existed, there is still no commonly accepted definition (Allen, 1998, Bhatnagar et al., 2018, Brachman, 2006, Hearst
and Hirsh, 2000, Nilsson, 2009). This is not considered a problem yet, as many scientific concepts only get true
definitions after they have matured enough, rather than at their conception, and given the complexity and breadth of Al,
it may not be feasible to expect Al to have a set definition yet.

A systematic guide to literature review development

Okoli (2015) propose a systematic review process that consists of 8 steps, namely planning (2 steps), selection (2 steps),
extraction (2 steps) and execution (2 steps) that are completed across 4 phases (see Fig. 1.). Each of these four phases
and eight steps are discussed in detail in the remainder of the section
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1. Identify the purpose
Planning stage ——

2. Draft Protocol

2 | 3. Apply Practical Screen
Selection stage —— ;

4. Seach for Literature

5. Extract Data
Extraction Stage ——

6. Appraise Quality

7. Synthesize Studies
Execution Stage ——— .

8. Write the Review

I11. DISCUSSION
This section summarises the findings of the SLR and highlights some areas that research to date has focused and the
key findings from these studies. It is then followed by a discussion on the theoretical contributions and implications for
practice. The overall goal is to uncover themes that are relevant for research and practice and identify areas which
warrant further research. This section will discuss relevant insights we found from the literature, starting with the lack
of cohesion around the definition of AI, the resurgence of Al interest and research in recent years, the specific
contribution types of Al literature, and the disproportionate focus on machine learning and process automation.

ARTIFICIAL INTELLIGENCE METHODS:

Machine Learning

It is one of the applications of Al where machines are not explicitly programmed to perform certain tasks; rather, they

learn and improve from experience automatically. Deep Learning is a subset of machine learning based on artificial

neural networks for predictive analysis. There are various machine learning algorithms, such as Unsupervised Learning,

Supervised Learning, and Reinforcement Learning. In Unsupervised Learning, the algorithm does not use classified

information to act on it without any guidance. In Supervised Learning, it deduces a function from the training data,

which consists of a set of an input object and the desired output. Reinforcement learning is used by machines to take

suitable actions to increase the reward to find the best possibility which should be taken in to account.

Natural Language Processing(NLP)

It is the interactions between computers and human language where the computers are programmed to process natural

languages. Machine Learning is a reliable technology for Natural Language Processing to obtain meaning from human

languages. In NLP, the audio of a human talk is captured by the machine. Then the audio to text conversation occurs,

and then the text is processed where the data is converted into audio. Then the machine uses the audio to respond to

humans. Applications of Natural Language Processing can be found in IVR (Interactive Voice Response) applications
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used in call centres, language translation applications like Google Translate and word processors such as Microsoft
Word to check the accuracy of grammar in text. However, the nature of human languages makes the Natural Language
Processing difficult because of the rules which are involved in the passing of information using natural language, and
they are not easy for the computers to understand. So NLP uses algorithms to recognize and abstract the rules of the
natural languages where the unstructured data from the human languages can be converted to a format that is
understood by the computer.

IV. CONCLUSION

This systematic literature review study provides a structured understanding of the state-of-the-art of Al research in IS.
This was achieved by identifying 98 primary studies out of 1877 related Al articles over a fifteen-year period (2005 —
2020) and analysed them with respect to (i) definitions of Al, (ii) frequency of publication by year, (iii) publication
channels, (iv) research method and data collection type, (v) contribution type, (vi) type of Al and (vii) business value. A
clear finding emerging from this systematic literature review is the need to (i) increase the number of rigorous academic
studies on Al, especially regarding tools and models, (ii) be more detailed on the definition of Al used in studies, even
when it is not the focus, and (iii) build on cumulative knowledge. Research on Al in IS is still largely unexplored.
While there is a relatively sizable amount of literature concerning Al in some way, a comprehensive review of what is
known about Al in IS is lacking. This is especially true for the way Al is defined in IS, which is still disparate. This
study examines the body of knowledge about Al in IS. This work has developed one of the very few SLRs on Al in IS
and has provided a structured analysis of trends and gaps in the field. The study provides new insights to the field of IS
through the utilisation of conceptions of Al definition, mapping activities to Al, and value relating to AI. We identified
gaps in knowledge in the context of Al research and IS, which provides a starting point for IS researchers and IS
practitioners to advance the socio-technical knowledge surrounding AI. Thus, we make a call for future IS studies to
examine Al, specifically to how Al is defined in contemporary IS research.
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