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Abstract: The creation of challenges with optimization methodologies, and solution strategies are
discussed. Also population-based approaches are described. The finest option for optimizing structures
with discrete parameters is to use limitation in terms of reliability.
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I. INTRODUCTION

The concept of choosing the optimal method for completing a task with predetermined constraints is as old as
civilization. The technique of finding the optimum policies to meet certain goals while also meeting predetermined
requirements is known as optimization. Many complex engineering problems may now be successfully optimized
thanks to recent developments in applied mathematics, operational research, and digital computer technology. As a
result, optimization techniques are now considered science rather than art. A large number of engineering systems
require a rather complicated design process. In order to find the best design, engineers would experiment with many
trial designs. Engineering design challenges can be formulated as optimization problems with an aim of reduce weight
or cost while meeting every design rule. Multidisciplinary design optimization just emerged as a result of the success of
structural optimization in previous decades. The engineering area of multidisciplinary design optimization employs
optimization techniques to address structural design issues involving several disciplines. All of the necessary disciplines
can be included at the same time. The sequential optimization of each field is inferior than the optimum of such
problems. Expressing the design challenge in a mathematical style that an optimization algorithm can accept is a crucial
step in the optimal design process. It involves identifying design factors, limitations, goals, and discipline models

II. METHODS ARE USED

a. LPP: The best solution to a linear function can be found using a mathematical concept called linear programming.
This approach optimizes the supplied function under basic assumptions. There are many real-world applications for
linear programming, and it can be used to tackle a wide range of issues. "Linear programming" is a combination of the
terms "linear" and "programming." The term "linear" describes the relationship between different kinds of degree one
variables employed in a problem, whereas "programming" describes the methodical process to solve these problems.
The basic components of a linear programming (LP) problem are:

e Decision Variables: Variables you want to determine to achieve the optimal solution.

e Objective Function: An arithmetic equation that represents the goal you want to achieve

e Constraints: Limitations or restrictions that your decision variables must follow.

e Non-Negativity Restrictions: In some real-world scenarios, decision variables cannot be negative

b. Graphical Method: Plotting constraints as lines on a graph, identifying the feasible region (the area satisfying all
constraints), locating its corner points, and testing these points in the objective function to find the maximum or
minimum value are all ways to graphically solve linear programming problems (LPPs) with two variables. This method
Copyright to IJARSCT 281
www.ijarsct.co.in

7 1ssN W)
| 2581-9429 |}

&\ IJARSCT ¥
Q




Xx International Journal of Advanced Research in Science, Communication and Technology

IJARSCT International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal

.(I IJARSCT

ISSN: 2581-9429 Volume 6, Issue 2, January 2026 Impact Factor: 7.67

is perfect for visualizing optimization. One of these vertices (corner points) is always the location of the best solution, if
it exists and is unique.

c. Big M Method: For linear programming problems (LPPs) with "greater than or equal to" or "equal to" (=)
constraints, the Big M method is an extension of the simplex algorithm. It finds an initial basic feasible solution (BFS)
by introducing artificial variables and a big penalty amount (M).

d. Simplex Method: Comprehending the Simplex function and its Python implementation...Using a tableau to track
variables, objective function coefficients, and constraints, the Simplex Method iteratively solves Linear Programming
Problems (LPPs) by moving from one corner point (feasible solution) to a better one until the optimal solution is found.
This process includes steps like pivoting, identifying entering/leaving variables, and converting inequalities to
equalities with slack/surplus variables.

Comparison:
S.No Method Steps Time taken
1 Simplex lengthy More
2 Graphical Simple less
3 Big M method More lengthy More
4 Dual simplex lengthy More

e. Transportation Problem: Finding the most economical method of moving items from supply sources to demand
destinations is a major optimization task in logistics and operations research, and it is frequently resolved as a kind of
Linear Programming Problem (LPP). While mathematical models concentrate on reducing costs with supply/demand
limitations, employing techniques like North-West Corner, Least Cost, or VAM for initial solutions, real-world
problems include infrastructural bottlenecks, driver shortages, fuel costs, congestion, and inadequate public

transportation.
Table 1: Various methods of Transportation Problem
S.No | Methods Steps Time taken
1 NWCR Simple Less
2 LCC Simple Not Less
3 VAM Simple Not less
4 Non Degeneracy More More time
5 Degeneracy More Less time

f. Assignment Problems: The Hungarian Method is frequently used for balanced (equal resources/tasks) or unbalanced
(dummy rows/columns added) scenarios. The Assignment Problem in Operations Research is about optimally
allocating a set of resources (like people) to a set of tasks (like jobs) on a one-to-one basis to minimize total cost/time or
maximize profit/benefit. Each resource does only one job, and each job is completed by a single resource.

(i) Hungarian Method: In operations research, the Hungarian Method is an effective algorithm for solving the
assignment problem. It ensures one-to-one matching by efficiently allocating tasks to agents (or jobs to workers) in
order to minimize overall cost or increase profit. In order to find an optimal task assignment (where assignments equal
matrix size), it transforms the cost matrix using row/column subtractions. Then, it iteratively covers zeros with
minimum lines, covering, revising, and re-covering until all zeros are optimally utilized.

g. Sequencing Problems: Sequencing in operations research refers to determining the optimal sequence for carrying
out tasks (jobs) on constrained resources (machines) in order to reduce overall time, expenses, or other goals, such as
scheduling work on a production line. With particular processing times and rules (e.g., one job at a time on a computer,
known times, negligible transfer time), these challenges involve < n jobs and < m machines. Johnson's Rule for two or
three machines, which seeks to identify the order that minimizes makes pan (total completion time), is one important
approach.
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Common Types of Sequencing Problems:

n Jobs on Two Machines: The classic case, often solved using Johnson's Rule, which prioritizes jobs with shorter

times on the first or second machine to reduce make span (total time).

n Jobs on Three Machines: Solvable if certain conditions are met (e.g., min time on machine 1 >= max time on

machine 2, or min time on machine 3 >= max time on machine 2), allowing conversion to a two-machine problem by

creating fictitious machines.

n Jobs on m Machines (General Case): A complex problem finding the optimal sequence for ' jobs across 'm'

machines, often using heuristics or specialized algorithms.

Two Jobs on m Machines: Solved efficiently using a graphical method to find the sequence that minimizes idle time

and total completion time.

One Machine: Simple scenarios where 'n' jobs go through a single machine, often focusing on priority rules (like

Shortest Processing Time) for different objectives.

h. Game Theory: Game theory in operations research (OR) is a mathematical framework for analyzing strategic

decisions in competitive situations where outcomes depend on multiple interdependent players' choices, helping find

optimal strategies for conflicts (e.g., pricing wars, bidding) by modeling players, strategies, and payoffs, often using

concepts like minimax and Nash Equilibrium to find stable solutions in zero-sum (win/loss) or non-zero-sum

scenarios, improving business, economic, and military decision-making.

Using ideas like payoff matrices, minimax criteria (maximizing minimum gain/minimizing maximum loss), and Nash

equilibrium to model business, military, or economic conflicts for better decision-making, game theory in operations

research (OR) uses mathematical models to analyse strategic decisions in competitive situations, assisting organizations

in finding optimal strategies when outcomes depend on multiple interacting parties (players) with conflicting goals.

i. Net work analysis: By representing activities as arrows and events as nodes, network analysis in operations research

(OR) uses graphical models (networks) to plan, schedule, and control complex projects. It assists managers in

determining the shortest time/lowest cost to complete, mainly using methods like the Critical Path Method (CPM) and

Program Evaluation and Review Technique (PERT), which identify logical sequences and resource dependencies.
Table 2: Comparison of CPM and PERT

S.No CPM PERT

1 Initially it is Industry Initially it is military

2 It is activity oriented technique It is event oriented technique

3 It is cost based It is time based

4 It is one time estimate It is three time estimate

5 It stands for critical path method It stands for Programme evaluation review
technique

6 It is mainly used for construction projects It is mainly used for research and
development project

II1. CONCLUSION
Although it depends on accurate data and can be difficult to implement, operations research (OR) is a crucial,
developing field integrated with Al and analytics for optimal resource allocation and strategic planning. It concludes by
offering strong, data-driven models for complex decision-making, driving efficiency, cost reduction, and improved
outcomes in logistics, healthcare, finance, and manufacturing. In the field of Management Science and Engineering, the
conclusion of Operations Research (OR) is not just the end of a calculation; it is the bridge between mathematical
theory and real-world decision-making.
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