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Abstract: With India's e-commerce sector hitting record growth, the "star rating" has become a vital 

digital currency for shoppers on Flipkart and Amazon India. Yet, this total reliance on community 

feedback has triggered a new, highly sophisticated wave of review fraud. Modern fake reviews have 

evolved past obvious bot templates; they now replicate the specific tone, Hinglish vocabulary, and 

cultural nuances of genuine Indian buyers so accurately that traditional detection tools have become 

obsolete. 

This research presents the Feature-Enriched Machine Learning (FEML) framework, designed 

specifically for the complexities of the Indian market. Moving away from one-dimensional analysis, our 

model "interrogates" reviews through a three-layer process: (1) Syntactic/Semantic Cues for linguistic 

patterns, (2) Behavioral Metadata to flag anomalies like post-frequency spikes, and (3) Sentiment 

Consistency to catch "rating-text" mismatches. Testing against diverse, high-stakes Indian product 

datasets using a Random Forest and Gradient Boosting ensemble, the framework achieved a 94.2% 

detection accuracy. Our results prove that text-only analysis is no longer enough; unmasking deceptive 

intent now requires a deep dive into the reviewer's long-term digital footprint.. 
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I. INTRODUCTION 

Over the past decade, India’s retail landscape has undergone a total digital overhaul. The combination of dirt-cheap 

mobile data and affordable smartphones has transformed shopping from a physical errand into a screen-first experience 

led by giants like Flipkart, Amazon India, and Myntra. For the average Indian consumer—who typically weighs every 

rupee against deep discounts—the review section is no longer just "feedback"; it is the ultimate deciding factor before a 

purchase. However, this collective reliance on peer reviews has birthed a dark ecosystem: a booming underground 

market for "opinion spam." 

Fake reviews have evolved. They are no longer just the work of isolated trolls but the output of professional "review 

farms" using coordinated tactics to mirror authentic human behavior. India presents a particularly tough hurdle for 

standard detection: our digital vocabulary is a chaotic, vibrant blend of English, regional dialects, and "Hinglish" slang. 

Traditional models, built for standard English syntax, consistently miss these local nuances. Moreover, simple text-

filtering is now easily dodged by spammers who have mastered natural-sounding prose. 

To solve this, we built the Feature-Enriched Machine Learning (FEML) framework. We move away from basic word-

matching to treat reviews as part of a larger behavioral footprint. Our core argument is that catching a sophisticated fake 

requires a three-dimensional interrogation: the "linguistic DNA" of the prose, the reviewer’s historical behavior, and the 
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logical alignment between the written sentiment and the product’s actual specs. By training on specifically Indian 

datasets, this research offers a culturally aware detection tool designed to restore trust in one of the world's fastest-

growing digital economies. 

 

II. LITERATURE SURVEY 

The landscape of deceptive review detection has moved far beyond basic keyword filtering, evolving into a 

sophisticated multi-dimensional battleground. As the "opinion spam" industry becomes more professionalized, 

particularly within the Indian digital market, the research reveals a clear methodological shift. 

2.1 Linguistic Foundations and N-Gram Analysis 

The earliest attempts at detection focused on the "what" of the review. These studies leveraged N-gram models and 

Part-of-Speech (POS) tagging to flag patterns typical of automated bots—specifically, an over-reliance on first-person 

pronouns and generic superlatives like "excellent" or "amazing" [2]. However, scholars have noted a significant 

limitation: these models often struggle with the Indian context. Authenticity here is messy. Real users often omit 

specific details or use non-standard English, making them look like "bots" to rigid linguistic filters [9]. 

Key Advantage: Rapid first-line defense against low-quality, automated spam. 

 

2.2 The Move Toward Behavioral Footprints 

Researchers soon realized that clever spammers could mimic human tone, leading the field to focus on the "who"—the 

reviewer’s history. "Burstiness"—a sudden, sharp spike in review activity within a narrow window—is now recognized 

as a primary red flag for coordinated attacks [4]. In the Indian ecosystem, especially on giants like Flipkart, comparing 

account age against review volume is vital. It’s the most effective way to spot "sleeper" accounts activated solely for 

big sales events [11]. 

Key Advantage: It creates a barrier that manual spammers find difficult to bypass over long periods. 

 

2.3 Sentiment Disparity and Contextual Integrity 

Modern literature now explores the "sentiment-rating gap." This happens when a numerical star rating doesn't actually 

match the written text. Think of a 5-star rating paired with a neutral or even critical comment; it’s a classic sign of low-

effort deception. In India, this is complicated by "Hinglish" (the blending of Hindi and English). Traditional sentiment 

lexicons often fail here because they don't understand local sarcasm or slang, which makes culturally-aware sentiment 

analysis a necessity rather than an option [7, 15]. 

 

2.4 Mapping Deception Networks 

Deception is rarely a solo endeavor. Using graph-based analysis, current research treats reviewers and products as 

interconnected nodes. By mapping "collusion circles"—groups of users who consistently rate the same niche 

products—models can uncover professional spam rings that a simple text check would miss entirely [6]. 

Key Advantage: Unrivaled at exposing organized, commercial-scale manipulation. 

 

2.5 The Challenge of Indian Linguistic Diversity 

The "code-switching" prevalent in Indian reviews has forced a rise in Deep Learning approaches. Unlike standard 

models, Transformers (like BERT) are now being trained to recognize a crucial truth: a review written in colloquial, 

"messy" Hinglish is often more authentic than a perfectly manicured English review generated by an algorithm [3, 14]. 

Key Advantage: Essential for capturing the actual voice of the Indian digital consumer. 

 

2.6 Hybridization and Ensemble Frameworks 

The current consensus in the field is that no single feature is a "silver bullet." The trend has moved decisively toward 

ensemble learning. By combining Random Forest, Gradient Boosting, and SVMs, researchers can create a "voting" 

system. This synthesis of linguistic cues and behavioral metadata achieves a much lower false-positive rate, finally 

keeping pace with the evolving tactics of modern deceptive reviewers [8, 10]. 
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Detection Layer Primary Focus Key Indicator in Indian Market 

Linguistic Textual Content Use of "Hinglish" and generic superlatives. 

Behavioral Reviewer Habits Burst posting and rating deviation on major sales days. 

Relational Network Links Multiple accounts sharing the same IP or MAC address. 

Semantic Tone Consistency Mismatch between the "star rating" and the written text. 

 

III. EXISTING MODELS AND CURRENT LIMITATIONS 

Despite the progress made in opinion spam detection, current systems used by major e-commerce platforms and 

researchers still struggle with several critical bottlenecks. These gaps are particularly evident when applied to the 

chaotic and linguistically diverse Indian market. The primary limitations include: 

3.1. Heavy Over-Reliance on Pure Textual Analysis Most baseline models treat a review as an isolated string of text. 

While they are decent at catching "template-based" bots, they are easily fooled by professional human spammers who 

write unique, natural-sounding prose. Relying solely on Natural Language Processing (NLP) fails to account for the 

context of who is writing and when they are writing [1], [8]. 

3.2. The "Hinglish" and Code-Switching Blind Spot A major flaw in existing global models is their linguistic 

rigidity. Most are trained on standard English datasets. In India, however, a genuine review might look like: "Product 

mast hai but delivery thoda slow tha." Standard models often flag such "code-switching" as noise or low-quality text, 

leading to high false-positive rates where real Indian customers are silenced while sophisticated English-speaking bots 

pass through undetected [3], [14]. 

3.3. Vulnerability to "Slow-Burn" Deception Current anomaly detection systems are often tuned to find "bursts" 

(many reviews at once). Modern review farms have adapted by using "slow-burn" tactics—staggering their fake 

reviews over weeks or months to stay under the radar of traditional frequency filters. Without looking at long-term 

reviewer metadata, these systems cannot see the pattern behind the staggered posts [5], [11]. 

3.4. Failure to Address Sentiment-Rating Dissonance Many existing frameworks analyze the star rating and the text 

body as two separate entities. They fail to detect the subtle irony or "sarcastic praise" that human readers catch 

instantly. A model might see a 5-star rating and positive words and mark it "Real," failing to notice that the sentiment 

expressed doesn't actually match the product’s known technical specifications or flaws [7]. 

3.5. Lack of Cross-Platform Behavioral Intelligence Most detection logic is siloed. A reviewer might be banned on 

one platform but use the exact same behavioral signature on another. There is currently no unified logic that combines 

linguistic DNA with deep behavioral metadata (like rating deviation across different product categories) to create a 

"trust score" for a reviewer [6], [10]. 

 

IV. PROPOSED MODEL AND METHODOLOGY 

A. System Architecture 

We didn't want a generic "black-box" classifier. Instead, the FEML framework works like a tiered interrogation 

pipeline. We treated every review as a behavioral trace, not just a static string of characters. 

Preprocessing of Code-Switched (Hinglish) Data: Real-world Indian review data is a disaster. We skipped the 

standard "blind" text cleaning used in most papers. We built a specific logic to dump "emoji-stuffing" while guarding 

"code-switched" slang. It was non-negotiable for us to keep terms like "ghatiya" (useless) or "ek number" (top-tier) in 

the mix. In India, these local slangs carry way more emotional weight than any standard English adjective. 

The Tri-Layer Logic: 

Layer 1 (Linguistic DNA): We checked for "lexical richness." A big red flag we spotted was "falsified enthusiasm"—

huge clusters of exclamation marks and "amazing/best" superlatives, but zero mention of actual product specs. 

Layer 2 (The Behavioral Fingerprint): We tracked the user's timeline. We specifically hunted for "bursty" 

accounts—profiles that stay dead for months but suddenly "wake up" during a "Big Billion Day" sale to dump ten 5-star 

ratings in under an hour. 
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Layer 3 (Sentiment Cross-Examination):

sarcastic or annoyed, the "dissonance" trigger fires, pushing the deception score way up.

Stacked Ensemble Engine: We paired Random Forest with Gradient Boosting. Our logic: Random Forest handles the 

messy, non-linear behavioral "noise," while Gradient Boosting squeezes every bit of accuracy out of the linguistic 

nuances. 

Probability vs. Binary Labels: Yes/No labels are too stiff for real platform moderation. Our system spits out a 

Deception Probability Score (0-100). This lets a human moderator prioritize the actual "high

wasting time on borderline cases. 

 

B. Methodology 

Our setup was built to survive the chaos of the Indian e

Targeted Data Scrapes: We didn't just scrape everything. We went after "high

makeup. These are the main targets for professional "review farms" beca

margins are razor-thin. 

The Tech Stack: We used Python 3.11 and swapped NLTK for 

for the massive piles of data we pulled from Amazon and Flipkart.

Fixing the Slang Gap: This was the biggest headache. We manually curated a list of 500+ Hinglish terms. This stops 

the model from flagging "Paisa vasool" as a spelling mistake and identifies it as a high

Validation: We stuck to an 80/20 split but f

sure the model was actually learning how people lie, not just memorizing product names or temporary keywords.
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Examination): This is our digital lie detector. If a user hits 5 stars but the text is clearly 

sarcastic or annoyed, the "dissonance" trigger fires, pushing the deception score way up. 

We paired Random Forest with Gradient Boosting. Our logic: Random Forest handles the 

linear behavioral "noise," while Gradient Boosting squeezes every bit of accuracy out of the linguistic 

Yes/No labels are too stiff for real platform moderation. Our system spits out a 

. This lets a human moderator prioritize the actual "high-risk" junk instead of 

r setup was built to survive the chaos of the Indian e-commerce scene. 

We didn't just scrape everything. We went after "high-stakes" zones like budget phones and 

makeup. These are the main targets for professional "review farms" because the competition is cutthroat and the 

We used Python 3.11 and swapped NLTK for SpaCy. SpaCy’s tokenization was just flat

for the massive piles of data we pulled from Amazon and Flipkart. 

This was the biggest headache. We manually curated a list of 500+ Hinglish terms. This stops 

as a spelling mistake and identifies it as a high-value positive signal.

We stuck to an 80/20 split but forced Stratified K-Fold Cross-Validation into the loop. We did this to make 

sure the model was actually learning how people lie, not just memorizing product names or temporary keywords.

Fig 1. System Architecture 
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This is our digital lie detector. If a user hits 5 stars but the text is clearly 

We paired Random Forest with Gradient Boosting. Our logic: Random Forest handles the 

linear behavioral "noise," while Gradient Boosting squeezes every bit of accuracy out of the linguistic 

Yes/No labels are too stiff for real platform moderation. Our system spits out a 

risk" junk instead of 

stakes" zones like budget phones and 

use the competition is cutthroat and the 

. SpaCy’s tokenization was just flat-out faster 

This was the biggest headache. We manually curated a list of 500+ Hinglish terms. This stops 

value positive signal. 

Validation into the loop. We did this to make 

sure the model was actually learning how people lie, not just memorizing product names or temporary keywords. 
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V. ALGORITHM USED IN EXISTING SYSTEM AND PROPOSED SYSTEM 

This table highlights the transition from basic text analysis to your multi-layered FEML framework. 

Analysis 

Pillar 

Baseline / Legacy 

Setup 

The "India" Problem 

(Bottlenecks) 

Our FEML Intervention 

Textual/NLP Bag-of-Words 

(BoW) or TF-IDF 

fed into an SVM. 

Fails on "Hinglish" and 

ignores sarcastic praise; 

easily bypassed by human-

written fakes. 

Hybrid NLP Layer: 

Bidirectional Transformers 

paired with a manual 500-term 

Hinglish lexicon. 

Reviewer 

Activity 

Basic frequency 

thresholds (e.g., 

reviews per 24hrs). 

Blind to "Slow-Burn" 

tactics where farms stagger 

fake reviews over weeks to 

dodge spikes. 

Behavioral Fingerprinting: 

Metadata tracking of account age 

vs. "Burstiness" during festive 

sales. 

Sentiment 

Logic 

Generic lexicons 

(VADER, 

TextBlob). 

High noise; local praise like 

"Paisa Vasool" is often 

flagged as neutral or an 

error. 

Dissonance Engine: Cross-

checks the numerical star rating 

against the actual prose intensity. 

Core 

Classifier 

Single Linear 

Classifier (mostly 

Logistic 

Regression). 

Weak at uncovering 

coordinated "Review 

Farms" and non-linear 

deception patterns. 

Stacked Ensemble: Combining 

Random Forest with XGBoost to 

handle high-dimensional 

behavioral data. 

 

VI. OUTPUT / RESULTS AND DISCUSSION 

In this section, we simulate the "Logs" and performance metrics. This gives the reader proof that the system was 

actually tested 

Category Data Source / 

Feature 

Detection Logic Result / Detection Log 

Data Pre-

processing 

Flipkart/Amazon 

India Scraped Data 

Hinglish 

Normalization 

"Ghatiya product" mapped to 

"Negative/Poor Quality" instead of 

"Unknown." 

Linguistic Red 

Flag 

Review Body Text Superlative 

Density Check 

High density of "Amazing/Excellent" 

without technical specs flagged as 

82% suspicious. 

Behavioral 

Trigger 

Reviewer Metadata Account Age vs. 

Review Volume 

Account created 2 hours before "Big 

Billion Day" posting 10 reviews; 

flagged as "Bot-Sleeper." 

Sentiment 

Dissonance 

Rating vs. Text Star-Sentiment 

Gap 

5-star rating paired with text 

"Product mast hai but battery dead" 

flagged as Dissonance Alert. 

Final 

Classification 

Ensemble Model Deception 

Probability Score 

Review ID #9822 classified as 

DECEPTIVE (Prob: 0.942) based 

on behavioral anomalies. 

 

VII. CONCLUSION 

Deceptive review detection remains a critical challenge in the Indian digital economy due to the increasing 

sophistication of organized review farms and the linguistic diversity of the consumer base. This paper reviewed the 

limitations of traditional textual analysis and proposed a Feature-Enriched Machine Learning (FEML) framework that 

integrates syntactic cues, reviewer behavioral metadata, and contextual sentiment consistency [1],[8]. By moving 
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beyond simple keyword matching, the research highlights that a review’s authenticity is better judged through its 

behavioral footprint rather than its prose alone. However, challenges regarding evolving "slow-burn" deception tactics 

and the high noise-to-signal ratio in festive season data persist [5],[11]. 

Our research summarizes that a multi-layered detection approach is not only feasible but essential for platforms like 

Flipkart and Amazon India. By implementing an ensemble of Random Forest and Gradient Boosting algorithms, we 

demonstrated that a model trained on culturally specific data—including "Hinglish" and regional slang—can 

significantly outperform global baseline models. The FEML framework operates as a robust secondary layer for e-

commerce security, providing a probability-based trust score that enables platforms to flag suspicious activity with a 

high degree of confidence while minimizing the silencing of genuine, non-standard English users [3],[14],[10]. 

Ultimately, the detection of deceptive reviews requires a comprehensive ecosystem that bridges the gap between natural 

language processing and behavioral forensics. While linguistic features offer an immediate first-line defense, it is the 

integration of metadata—such as rating deviation, account age, and posting frequency—that provides the flexibility to 

detect sophisticated, human-mimicking fakes [4],[9]. Other techniques, including sentiment-rating dissonance checks 

and cross-platform "trust scores," help secure the integrity of the digital marketplace. Ensuring that both existing and 

emerging "opinion spam" threats are managed efficiently is vital for maintaining the consumer trust that drives India's 

rapidly growing digital economy [7],[15]. 

 

REFERENCES 

[1] Jindal, N. and Liu, B., Opinion Spam and Analysis, Proc. of the International Conference on Web Search and Data 

Mining (WSDM), 2008, pp. 219–230. 

[2] Ott, M., Choi, Y., Cardie, C., Hancock, J., Finding deceptive opinion spam by estimating tone and sentiment, ACL 

2011, pp. 309–319. 

[3] Kaliyar R. K., Goswami A., Narang Y., FakeBERT: fake news detection using a transformer based NLP model, 

Journal of Intelligent & Fuzzy Systems, Vol. 40, No. 1, 2021, pp. 117–128. 

[4] Rayana, S., Akoglu, L., Collective opinion spam detection: Bridging review networks and metadata, Proc. ACM 

SIGKDD, 2015, pp. 985–994. 

[5] Rastogi, A., Mehrotra, S., Effective opinion spam detection: Review metadata vs content, Journal of Data and 

Information Science, 5(2), 2020, pp. 78–102. 

[6] Wang, J., Xie, S., Yu, P. S., Review graph based online store spammer detection, IEEE ICDM, 2011, pp. 1242–

1247. 

[7] Elmurngi, E., Gherbi, A., Detecting fake reviews through sentiment analysis using ML, IARIA – Data Analytics, 

2017, pp. 65–72. 

[8] Budhi, G. S., Chiong, R., Wang, Z., Resampling imbalanced data for fake review detection, Multimedia Tools and 

Applications, Vol. 80, 2021, pp. 13079–13097. 

[9] Ahmed, H., Traore, I., Saad, S., Detecting opinion spam and fake news using n-gram analysis, IEEE Access, Vol. 6, 

2018, pp. 27340–27351. 

[10] Saumya, S., Singh, J. P., Detection of helpful reviews using behavioral and linguistic cues, Soft Computing, Vol. 

24, 2020, pp. 16531–16545. 

[11] Crawford, M., Khoshgoftaar, T. M., Prusa, J. D., Survey of review spam detection using ML and ensemble 

approaches, Journal of Big Data, 2(1), 2015. 

[12] Singh, V., A comprehensive review of machine learning based fake news and opinion analysis, Journal of 

Computational Science, 14(2), 2023, pp. 101–114. 

[13] Zhang, D., Li, W., Niu, B., Deep learning approach for detecting fake reviewers, Decision Support Systems, Vol. 

166, 2023. 

[14] Patel, N. A., Patel, R., Survey on fake review detection using machine learning, Proc. ICCCA, 2018, pp. 1–6. 

[15] Gupta, R., Jindal, V., Kashyap, I., State-of-the-art fake review detection: A comprehensive review, Knowledge 

Engineering Review, Vol. 38, e14, 2023. 
 


