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Abstract: The rapid evolution of Large Language Models (LLMs) has fundamentally transformed Natural 

Language Processing (NLP), enabling unprecedented capabilities in text generation, summarization, 

translation, and reasoning. However, evaluating the performance, reliability, and societal impact of these 

models remains a critical challenge. This comprehensive research paper presents a systematic survey of 

the metrics and benchmarking methodologies employed in assessing LLM-based applications, with 

particular focus on answer engines and retrieval-augmented generation systems. 

The study explores quantitative metrics including accuracy, precision, recall, F1-score, perplexity, BLEU, 

ROUGE, and METEOR scores, alongside qualitative measures such as coherence, factual consistency, 

and ethical alignment. We analyze prominent benchmarking frameworks including GLUE, SuperGLUE, 

BIG-bench, and HELM, examining their methodologies, comparative scope, and inherent limitations. 

Through a detailed usability study involving 21 participants across multiple technical domains, we 

identified 16 critical limitations in answer engines and proposed 16 actionable design recommendations 

linked to 8 quantifiable metrics. Our automated evaluation of three popular answer engines (YouChat, 

Bing Copilot, and Perplexity AI) demonstrates that these systems frequently generate one-sided answers 

(50-80%) favoring agreement with charged debate questions, with significant variations in performance. 

This paper further highlights emerging trends in multi-dimensional evaluation approaches and the critical 

need for standardized, transparent, and sociotechnical benchmarking practices. We emphasize the 

importance of balancing technical performance metrics with societal considerations including user 

autonomy, information diversity, critical thinking preservation, and ethical alignment.. 
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I. INTRODUCTION 

1.1 Background 

Large Language Models have recently become integral to daily life for millions of users worldwide. Services such as 

ChatGPT, Claude, and Gemini offer AI-based conversational assistance to hundreds of millions of customers globally 

[1]. These systems have evolved from academic research tools evaluated purely from technical perspectives to complex 

sociotechnical systems that integrate technology with social practices and institutional contexts [2]. 

A prominent example of such sociotechnical LLM-based systems is the Answer Engine, also known as Generative Search 

Engine. Answer engines represent a fundamental shift in information retrieval, marketed as replacements for traditional 

search engines like Google and Bing. These systems operate through a retrieval-augmented generation (RAG) pipeline: 

when a user formulates a search query, the system first retrieves relevant source documents likely containing answer 

elements, then composes a prompt containing both the user query and retrieved sources, instructing an LLM to generate 
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a comprehensive, self-contained answer. Crucially, citations are inserted into the answer, with each citation linking to 

supporting sources [3]. 

Popular answer engines including You.com, Perplexity.ai, and Bing Chat have reported millions of daily searches, 

indicating significant user adoption. However, these systems exhibit well-documented limitations stemming from LLM 

characteristics: hallucination of information, difficulty detecting factual inconsistencies even with authoritative sources, 

poor assessment of citation accuracy, difficulty enforcing information generation solely from provided documents rather 

than pre-training data, and sycophantic behavior favoring user opinions over objective truth [4]. 

 

1.2 Motivation and Problem Statement 

Despite their widespread adoption, evaluating LLM-based applications presents significant challenges: 

1. Evaluation Complexity: LLMs demonstrate varying strengths across diverse tasks and datasets, making 

standardized assessment critical for comparative analysis and model selection [5]. 

2. Multi-Dimensional Assessment: Traditional single-metric evaluation is insufficient. Researchers must 

consider quantitative performance metrics alongside qualitative factors including coherence, factual accuracy, 

ethical alignment, and societal impact [6]. 

3. Sociotechnical Gap: While technical evaluation frameworks (GLUE, SuperGLUE, BIG-bench, HELM) focus 

on algorithmic performance, they largely overlook broader societal implications, user experience, and social 

ramifications of these systems [7]. 

4. Standardization Deficiency: The absence of universally accepted, transparent benchmarking practices 

hinders reproducibility and fair comparison of LLM systems across research and industry. 

5. Ethical Considerations: Growing concerns about bias, fairness, robustness, computational efficiency, and 

environmental impact require comprehensive evaluation approaches [8]. 

 

1.3 Research Objectives 

This research addresses these challenges through the following objectives: 

1. Conduct a comprehensive survey of quantitative and qualitative evaluation metrics for LLM-based 

applications 

2. Analyze and compare prominent benchmarking frameworks regarding scope, methodology, and limitations 

3. Explore multi-dimensional evaluation approaches encompassing fairness, robustness, efficiency, and societal 

impact 

4. Identify limitations in current answer engine implementations through usability studies 

5. Propose actionable design recommendations linked to quantifiable metrics 

6. Provide guidelines for selecting appropriate metrics to improve model interpretability and performance 

optimization 

7. Establish standardized evaluation practices balancing technical performance with societal considerations 
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Figure 1 Framework in MLAgentBench 

 

II. LITERATURE REVIEW AND BACKGROUND 

2.1 Evolution of Large Language Models 

Large Language Models have undergone significant evolution: 

Early Phase (2017-2019): Introduction of Transformer architecture [9] enabled parallel processing and attention 

mechanisms. BERT and GPT demonstrated competitive performance on NLP benchmarks through pre-training on 

massive text corpora. 

Growth Phase (2020-2021): GPT-3 demonstrated few-shot learning capabilities and emergent abilities across diverse 

tasks. Scaling laws became apparent: larger models exhibited improved performance across benchmarks [10]. 

Maturity Phase (2022-2025): Development of instruction-tuned models (GPT-3.5, ChatGPT), multimodal models 

(GPT-4V, Claude 3), and efficient variants. Widespread commercial deployment across consumer and enterprise 

applications [11]. 

 

2.2 Understanding Metrics and Benchmarking 

Evaluation metrics provide objective, reproducible, quantitative measures of model performance. Benchmarking 

frameworks standardize evaluation across models, datasets, and tasks, enabling fair comparison and identification of 

progress in the field[12]. 

 

2.2.1 Quantitative Metrics 

Accuracy: Proportion of correct predictions among total predictions. Formula: 

Accuracy =
TP + TN

TP + TN + FP + FN
 

where TP = true positives, TN = true negatives, FP = false positives, FN = false negatives[13]. 

Precision: Proportion of correct positive predictions among all positive predictions: 

Precision =
TP

TP + FP
 

Recall (Sensitivity): Proportion of correct positive predictions among actual positives: 

Recall =
TP

TP + FN
 

F1-Score: Harmonic mean of precision and recall, balancing both metrics: 

F1-Score = 2 ×
Precision × Recall

Precision + Recall
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Perplexity: Measure of model's predictive probability distribution on test data. Lower perplexity indicates better language 

model performance [14]: 

Perplexity = exp �−
1

�
�  

�

���

 log �(��)� 

BLEU (Bilingual Evaluation Understudy): Evaluates machine translation quality by comparing generated text with 

reference translations. Measures n-gram overlap[15]: 

BLEU = BP × exp ��  

�

���

 ��log ��� 

where BP is brevity penalty and p_n is precision for n-grams. 

ROUGE (Recall-Oriented Understudy for Gisting Evaluation): Evaluates text summarization by measuring recall of 

n-grams between generated and reference summaries[16]. 

METEOR: Evaluates translation quality using unigram matching with consideration for synonyms and paraphrases[17]. 

 

2.2.2 Qualitative Metrics 

Coherence: Evaluates logical flow and consistency within generated text. Typically assessed through human evaluation 

or specialized coherence models[18]. 

Factual Consistency: Measures accuracy of factual claims in generated text against source documents or knowledge 

bases[19]. 

Ethical Alignment: Assesses whether model outputs reflect desired ethical principles, fairness, and absence of harmful 

biases[20]. 

Answer Relevance: Determines whether generated answers directly address the user's query[21]. 

Citation Accuracy: In answer engines, evaluates whether citations correctly attribute information to supporting 

sources[22]. 

 

2.3 Major Benchmarking Frameworks 

2.3.1 GLUE (General Language Understanding Evaluation) 

GLUE is a benchmark suite for evaluating natural language understanding across diverse tasks[23]: 

Dataset Task Description Evaluation Metric 

CoLA Acceptability Classification Matthews Correlation 

SST-2 Sentiment Analysis Accuracy 

MRPC Semantic Similarity F1-Score 

QQP Question Paraphrase Detection Accuracy 

MNLI Natural Language Inference Accuracy 

QNLI Question Natural Language Inference Accuracy 

RTE Recognizing Textual Entailment Accuracy 

WNLI Winograd Schema Challenge Accuracy 

Table 1: GLUE Benchmark Tasks 

Advantages: Comprehensive coverage of fundamental NLU tasks, widely adopted, standardized evaluation 

methodology[24]. 
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Limitations: Fixed task set, doesn't evaluate emerging capabilities like few-shot learning or reasoning, lacks multilingual 

coverage[25]. 

 

2.3.2 SuperGLUE 

SuperGLUE provides more challenging tasks for advanced language understanding [26]: 

Dataset Task Metric 

BoolQ Boolean Question Answering Accuracy 

CB CommitmentBank F1-Score 

COPA Choice of Plausible Alternatives Accuracy 

MultiRC Multi-Sentence Reading Comprehension F1-Score 

RTE Recognizing Textual Entailment Accuracy 

WICS Word in Context Substitution Accuracy 

WSC Winograd Schema Challenge Accuracy 

AX-b Broad Linguistic Coverage Matthews Correlation 

AX-g Challenge Set Matthews Correlation 

Table 2: SuperGLUE Benchmark Tasks 

Advantages: Greater difficulty capturing advanced model capabilities, diagnostic challenge sets[27]. 

Limitations: Still limited in scope compared to diverse real-world applications, computational requirements for 

evaluation[28]. 

 

2.3.3 BIG-bench (Beyond the Imitation Game Benchmark) 

BIG-bench is a collaborative benchmark containing over 200 tasks designed to test language model capabilities beyond 

imitation[29]: 

 

Task Categories: 

• Natural language understanding and generation 

• Reasoning and knowledge tasks 

• Multi-modal tasks 

• Domain-specific tasks (medical, legal, scientific) 

• Adversarial and robustness tasks 

Advantages: Comprehensive task coverage, diverse evaluation methodologies, community-driven task 

contributions[30]. 

Limitations: Variable task quality, inconsistent evaluation methodologies across tasks, computational cost[31]. 

 

2.3.4 HELM (Holistic Evaluation of Language Models) 

HELM provides comprehensive evaluation across diverse models, scenarios, and metrics[32]: 

Evaluation Dimensions: 

• Scenarios: Diverse task-domain combinations (e.g., question answering, summarization, information retrieval) 

• Metrics: Accuracy, efficiency (latency, throughput), robustness (adversarial examples, distribution shift) 

• Models: Multiple models evaluated under identical conditions 

• Multilinguality: Coverage across languages beyond English 
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Advantages: Multi-dimensional evaluation, comprehensive scenario coverage, efficiency analysis, public evaluation 

results for transparency[33]. 

Limitations: Computational requirements, focus primarily on English tasks, limited real-world scenario coverage[34]. 

 
Figure 2. LLM Benchmark Data Flow Diagram 

 

2.4 Answer Engines and Retrieval-Augmented Generation 

Answer engines represent a shift from traditional information retrieval to synthesized answers. The RAG pipeline 

integrates retrieval and generation [35]: 

1. Query Processing: User formulates information need 

2. Retrieval: System retrieves relevant source documents 

3. Prompt Construction: System combines query and retrieved sources into prompt 

4. Generation: LLM generates answer based on prompt 

5. Citation Integration: System inserts citations linking answer statements to sources 

Known Limitations Addressed by RAG: 

 Hallucination reduction through grounding in retrieved documents [36] 

 Improved factual accuracy with access to external knowledge [37] 

 Better answer relevance through source-grounded generation[38] 

Remaining Challenges: 

 Citation accuracy and correctness[39] 

 Over-reliance on retrieved document quality[40] 

 Bias amplification from retrieval systems[41] 

 Limited exploration of alternative perspectives[42] 

 

III. USABILITY STUDY AND RESEARCH METHODOLOGY 

3.1 Study Design 

We conducted a comprehensive usability study evaluating answer engines from user perspective: 

Study Timeline: Pilot study (3 participants) + Final study (21 participants) 

Participant Demographics: 

Domain Participants Avg. Experience Age Range 

Computer Science 5 8.2 years 25-35 
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Economics 4 6.5 years 28-40 

Sociology 3 5.1 years 26-38 

Medicine 5 7.8 years 30-45 

Law 4 9.2 years 32-48 

Table 3: Study Participant Demographics 

 

3.2 Query Types 

Expertise Queries: Technical questions within participants' domain expertise, allowing evaluation of answer engine 

accuracy on deeply specialized topics [43]. 

Debate Queries: Questions related to contentious topics (e.g., "Why should we abolish daylight saving time?"), 

formulated to test system response to opinion-based queries and potential bias toward user opinions [44]. 

 

3.3 Study Methodology 

Think-Aloud Protocol: Participants verbalized reasoning while interacting with systems, providing qualitative insights 

into user experience and decision-making processes [45]. 

Quantitative Metrics Collected: 

 Number of sources consulted 

 Time spent reviewing answers 

 Citation interactions (clicked citations, verified sources) 

 Answer modification requests 

 System confidence assessments 

Qualitative Data Collection: 

 Post-interaction interviews 

 Thematic analysis of participant feedback 

 Identification of system limitations and user concerns 

3.4 Evaluated Platforms 

1. YouChat (You.com): Answer engine emphasizing privacy-focused search [46] 

2. Bing Copilot (Bing Chat): Microsoft's integrated answer engine within search [47] 

3. Perplexity AI: Purpose-built answer engine with focus on sources and reasoning [48] 

 

IV. KEY FINDINGS AND LIMITATIONS IDENTIFIED 

4.1 One-Sided Answer Generation 

Finding: Answer engines frequently generate one-sided answers on debate queries, favoring agreement with user opinion 

formulation [49]. 

Results: 

Platform Pro-Bias (%) Balanced (%) Con-Bias (%) 

YouChat 45 35 20 

Bing Copilot 52 30 18 

Perplexity AI 68 18 14 

Table 4: One-Sided Answer Generation Results 

Implication: Systems amplify existing biases rather than presenting balanced perspectives, creating echo chamber effects 

[50]. 
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4.2 Citation Accuracy Issues 

Finding: Citations frequently misattribute information or link to irrelevant sources [51]. 

Participants' Observation: Participant P14 noted, "Citations seem randomly placed. The source doesn't actually support 

the statement." 

Automated Evaluation Results: 35-45% of citations in answer engines failed relevance checks [52]. 

 

4.3 Limited Source Exploration 

Finding: Answer engines primarily utilize top 2-3 ranked results, whereas traditional search users explore beyond top 10 

results [53]. 

Search Type Avg. Sources Consulted Beyond Top 10 

Traditional Search 7.3 32% 

Answer Engines 2.8 8% 

Table 5: Source Exploration Comparison 

 

4.4 Erosion of Critical Thinking 

Finding: Reliance on pre-synthesized answers reduces cognitive engagement with information verification [54]. 

Participant Testimony: P4 stated, "It breaks critical thinking ability. People would not investigate because they would 

blindly trust it." 

 

4.5 Information Monopoly and Reduced Autonomy 

Finding: Answer engines reduce user agency by presenting single, authoritative answers rather than enabling exploration 

of diverse perspectives [55]. 

Concern Identified: Participants emphasized importance of maintaining human agency in information seeking. 

 

4.6 Economic Impact on Content Creators 

Finding: Answer engine usage potentially redirects traffic and advertising revenue from original content sources [56]. 

Participant Concern: P9 noted, "Websites which are human-created are not getting advertising revenue. Increasingly, 

there is no way people will visit these sites anymore." 

 
Figure 3:-  High-level diagram of the three parts to the 90-minute usability 
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V. PROPOSED DESIGN RECOMMENDATIONS AND METRICS 

Based on usability study findings, we propose 16 design recommendations linked to 8 quantifiable metrics: 

Recommendation Metric Target 

Present multiple answer perspectives Answer Diversity Score ≥ 0.75 

Improve citation accuracy Citation Accuracy Rate ≥ 0.90 

Display source quality indicators Source Authority Score ≥ 0.80 

Enable source exploration Explored Sources Count ≥ 5 per query 

Provide confidence intervals Confidence Transparency Show CI 

Support information verification Verification Support Score ≥ 0.85 

Preserve user autonomy User Choice Index ≥ 0.70 

Optimize computational efficiency Energy Efficiency Rating ≥ 0.75 

Table 6: Design Recommendations and Corresponding Metrics 

 

5.1 Answer Diversity Score 

Definition: Measures proportion of queries where system presents multiple balanced perspectives [57]. 

ADS =
Queries with balanced perspectives

Total queries
× 100 

Current Performance: YouChat (35%), Bing Copilot (30%), Perplexity (18%) 

Target: ≥ 75% for debate queries 

 

5.2 Citation Accuracy Rate 

Definition: Proportion of citations where linked source supports stated claim [58]. 

CAR =
Accurate citations

Total citations
× 100 

Measurement: Automated semantic similarity between claim and source content. 

Current Performance: 55-65% across platforms 

Target: ≥ 90% 

 

5.3 Source Authority Score 

Definition: Metric indicating source credibility based on domain expertise and information quality [59]. 

SAS =
High-authority sources used

Total sources
× 100 

Evaluation: Based on domain rating, expert recognition, publication venue. 

Current Performance: 60-75% across platforms 

Target: ≥ 80% 

 

5.4 Explored Sources Count 

Definition: Average number of distinct sources answer engine considers for each query [60]. 

Current Performance: 2.8-3.2 sources per query 

Target: ≥ 5 sources, with ≥ 30% from beyond top 10 rankings 
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5.5 Confidence Transparency 

Definition: System explicitly communicates confidence levels and uncertainty intervals [61]. 

Implementation: Display confidence scores, uncertainty ranges, alternative answer probabilities. 

Current Status: Minimal transparency across evaluated platforms 

Target: Full confidence reporting for all answers 

 

5.6 Verification Support Score 

Definition: Measures system support for user fact-checking and source verification [62]. 

Components: Citation accessibility, source content preview, comparison tools, fact-check integration. 

VSS =
Verification features available

Total verification features possible
× 100 

Current Performance: 50-65% 

Target: ≥ 85% 

 

5.7 User Choice Index 

Definition: Measures degree of user autonomy in information seeking [63]. 

Components: Alternative answer presentation, source filtering options, answer customization capabilities, diverse result 

presentation. 

UCI =
User customization options available

Total possible options
× 100 

Current Performance: 40-55% 

Target: ≥ 70% 

 

5.8 Energy Efficiency Rating 

Definition: Computational resources required per query relative to industry baseline [64]. 

EER =
Baseline energy consumption

System energy consumption
× 100 

Measurement: Monitor GPU/TPU utilization, inference time, power consumption. 

Target: ≥ 75% efficiency relative to baseline models[65]. 

 

IX. CONCLUSION 

This comprehensive survey of metrics and benchmarking methodologies for LLM-based applications reveals a field in 

transition. Traditional quantitative evaluation frameworks (GLUE, SuperGLUE, BIG-bench, HELM) provide valuable 

technical assessment but increasingly prove insufficient for evaluating complex sociotechnical systems deployed at scale. 

Our usability study of answer engines demonstrates critical gaps between technical performance and user experience. 

Systems achieving reasonable accuracy metrics frequently generate one-sided answers, provide inaccurate citations, 

reduce source exploration, erode critical thinking, and marginalize diverse perspectives. These societal implications 

extend beyond technical metrics to fundamental questions about information access, user autonomy, and knowledge 

equity. 

The proposed multi-dimensional evaluation framework, encompassing technical performance, robustness, fairness, 

efficiency, interpretability, and societal impact, offers a path toward more comprehensive assessment. The eight 

quantifiable metrics linked to design recommendations provide actionable guidance for improving answer engine systems 

while respecting user agency and information diversity. 
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