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Abstract: This review paper examines the development and application of Al-based systems for
automated food calorie and nutrition estimation from images. With rising global health con- cerns
related to diet-related diseases, accurate dietary tracking has become essential for health management.
Traditional manual food logging methods are time-consuming and prone to errors, creating a need for
automated solutions. This paper synthesizes current research on computer vision and deep learning tech-
niques applied to food recognition, portion size estimation, and nutritional analysis. The review discusses
various methodological approaches, technological architectures, performance metrics, practical
applications, and existing challenges in this rapidly evolving field. The paper concludes by examining
future direc- tions and the potential impact of these systems on public health and personalized nutrition.
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I. INTRODUCTION
The global burden of diet-related diseases, including obesity, diabetes, and cardiovascular conditions, has reached
epidemic proportions. According to the World Health Organization, obesity has nearly tripled worldwide since 1975,
with dietary management playing a crucial role in prevention and treatment. Accurate tracking of calorie intake and
nutritional composition is fundamental to effective dietary management, yet traditional methods relying on manual food
diaries suffer from significant limitations including user burden, recall bias, and portion size estimation errors [1].
The convergence of artificial intelligence, particularly deep learning and computer vision, with mobile computing has
created unprecedented opportunities for automated dietary assessment. Al-based food calorie and nutrition estimators
represent a paradigm shift from manual logging to automated, image-based nutritional analysis [2]. These systems
leverage convolutional neural networks (CNNs), transfer learning, and advanced image processing techniques to
identify food items, estimate portion sizes, and calculate nutritional content from smartphone images [3].
Traditional dietary assessment methods face several critical challenges. Manual food diaries require users to remember
and record every food item consumed, estimate portion sizes accurately, and search through extensive food databases
[4]. This process is tedious, time-consuming, and suffers from sub- stantial underreporting and misestimation. Studies
have shown that self-reported dietary intake can have errors exceeding 30 percent, significantly limiting the reliability
of dietary data for clinical and research purposes [5].
The emergence of smartphone technology with high-quality cameras has created new possibilities for dietary
monitoring. Nearly everyone carries a capable imaging device, making image-based dietary assessment both practical
and scalable [6]. When combined with advances in artificial intelligence, particularly in computer vision and deep
learning, automated food recognition and nutrition estimation have become tech- nically feasible and increasingly
accurate [7].
Al-based systems offer several advantages over traditional methods. They reduce user burden by requiring only a pho-
tograph rather than detailed manual entry [8]. They provide objective measurements rather than subjective estimates.
They can analyze complex meals with multiple components. They offer real-time feedback that can influence
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immediate dietary choices. Most importantly, they have the potential to dra- matically improve compliance with dietary
tracking, which is perhaps the most significant barrier to effective dietary management [9].

The objective of this review is to provide a comprehensive examination of the current state-of-the-art in Al-based food
nutrition estimation, analyzing the technological foundations, methodological approaches, practical implementations,
and outstanding challenges that define this interdisciplinary field [10].

II. TECHNOLOGICAL FOUNDATIONS

Al-based food calorie and nutrition estimation systems rely on several interconnected technologies that work together
to enable automated dietary assessment [11].

A. Computer Vision

Computer vision enables machines to interpret and un- derstand visual information from images. In food analysis, this
involves detecting food items, segmenting them from backgrounds, and identifying their boundaries within complex
meal compositions [12]. Computer vision algorithms process pixel data to extract meaningful features that characterize
different foods, recognize patterns that distinguish one food type from another, and handle variations in appearance due
to lighting, angle, and presentation style [13].

B. Deep Learning and Convolutional Neural Networks

CNNs form the backbone of modern food recognition systems. These neural networks are specifically designed to
process visual data through hierarchical layers that learn increasingly complex features. Popular architectures include
[14].

POPULAR CNN ARCHITECTURES FOR FOOD RECONITION
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Fig. 1. Popular CNN Architectures: ResNet, Inception, EfficientNet, Mo- bileNet
ResNet (Residual Networks): Utilized for deep feature ex- traction with skip connections preventing gradient vanishing.
ResNet architectures enable training of very deep networks (50, 101, or even 152 layers) by allowing gradients to flow
directly through shortcut connections, addressing the degrada- tion problem in deep networks. This architecture has
achieved remarkable success in food recognition tasks due to its ability to learn subtle visual differences between
similar food items [15].
Inception Networks: Employ multi-scale convolutions to capture food features at various granularities. These networks
use parallel convolutional operations with different kernel sizes, allowing the model to capture both fine details and
broader context simultaneously. This multi-scale approach is particularly effective for food recognition as it can detect
both texture details and overall shape characteristics [16].
EfficientNet: Optimizes accuracy and computational effi- ciency through compound scaling. This architecture
systemat- ically balances network depth, width, and resolution using a principled approach, achieving state-of-the-art
accuracy with fewer parameters and lower computational cost [17]. Efficient- Net models are particularly suitable for
mobile deployment where computational resources are limited [18].
MobileNet: Designed for mobile deployment with reduced computational requirements. MobileNet uses depthwise sep-
arable convolutions to significantly reduce the number of parameters and operations, making real-time inference on
smartphones practical [19]. This architecture enables on- device processing, improving privacy and reducing network
dependency [20].
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C. Transfer Learning

Transfer learning leverages pre-trained models on large- scale datasets like ImageNet and fine-tunes them on food-
specific datasets, significantly reducing training time and im- proving accuracy with limited food image data [21]. This
approach is particularly valuable in food recognition where collecting and annotating large datasets is expensive and
time- consuming. Pre-trained models provide robust low-level and mid-level feature detectors that generalize well
across different image domains [22].

D. Object Detection and Segmentation

Techniques like YOLO (You Only Look Once), Faster R- CNN, and Mask R-CNN enable simultaneous detection of
multiple food items in a single image and precise segmen- tation for volume estimation. Object detection frameworks
identify and localize individual food items within complex meal images, providing bounding boxes or pixel-level masks
that separate different foods. This capability is essential for analyzing mixed meals where multiple food items appear on
the same plate [23].

YOLO provides real-time object detection through a single neural network that simultaneously predicts bounding boxes
and class probabilities [24]. Faster R-CNN offers higher ac- curacy through a two-stage approach with region
proposals. Mask R-CNN extends detection with instance segmentation, providing pixel-level masks crucial for accurate
volume esti- mation [25].

E. Depth Estimation and 3D Reconstruction
Advanced systems incorporate depth sensing using stereo cameras or depth sensors, or monocular depth estimation

MULTI-FOOD DETECTION AND SEGMENTATION
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Fig. 2. Multi-food Detection: YOLO and Mask R-CNN identifying multiple items
to calculate food volume, essential for accurate portion size and calorie estimation. Three-dimensional reconstruction
from two-dimensional images remains one of the most challenging aspects of automated dietary assessment. Depth
information enables conversion from visual appearance to actual food volume, which is necessary for accurate
nutritional calculation [26].

F. Natural Language Processing

Some systems integrate NLP to process user inputs, food descriptions, and recipe information, enhancing recognition
accuracy through multimodal data fusion. Natural language understanding can help disambiguate between visually
similar foods, incorporate cooking method information, and leverage contextual cues that improve overall system
performance [27].

Copyright to IJARSCT E e E DOI: 10.48175/IJARSCT-29827 199

www.ijarsct.co.in PR




({ IJARSCT

xx International Journal of Advanced Research in Science, Communication and Technology w\

IJARSCT International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal

ISSN: 2581-9429 Volume 5, Issue 3, November 2025 Impact Factor: 7.67

III. METHODOLOGICAL APPROACHES
A. Food Recognition Pipeline
The typical pipeline consists of several sequential stages that transform a raw food image into detailed nutritional
information [28].
Stage 1: Image Acquisition Food images are captured using smartphone cameras, either as single images or multiple
views from different angles. Image quality considerations include lighting conditions, camera angle, distance from
food, and the presence of reference objects for scale [29]. Some systems require calibration images with known objects
(such as credit cards or coins) placed beside food to provide absolute scale reference. Advanced systems can work with
uncalibrated images but may sacrifice some accuracy in portion estimation [30].
Stage 2: Image Preprocessing Raw images undergo several preprocessing steps to improve subsequent analysis. Noise
reduction filters remove artifacts from image capture. Color normalization adjusts for varying lighting conditions and
white balance. Background removal and food segmentation separate food items from plates, tables, and other irrelevant
image content. Image enhancement techniques improve contrast and sharpness to facilitate feature extraction [31].
Stage 3: Food Classification Deep learning models classify food items into predefined categories from food databases.
Classification can be performed at different levels of granu- larity. Hierarchical classification first determines cuisine
type, then narrows to dish category, and finally identifies the specific food item. Multi-label classification handles
mixed dishes con- taining multiple recognizable ingredients. The classification stage produces probability distributions
over possible food categories, often providing top-k predictions rather than a single answer [32].
Stage 4: Portion Size Estimation Estimating food quan- tity from images is one of the most challenging aspects of
automated dietary assessment. Several approaches exist [33]. Reference-based methods use known objects (credit cards,
utensils, hands) placed in the image for scale. By comparing the apparent size of food items to reference objects of
known dimensions, absolute measurements can be calculated. Depth- based methods perform 3D reconstruction from
stereo im- ages or depth sensors. Template matching compares observed food against standard portion templates.
Shape-from-shading techniques estimate 3D shape from single images by analyz- ing how lighting creates shadows and
brightness variations.
Learning-based approaches train machine learning models to directly predict volume or weight from visual features
[34].
Stage 5: Nutritional Calculation Once food items are identified and portion sizes estimated, the system queries nutri-
tional databases to retrieve composition information. Standard databases like USDA FoodData Central provide detailed
nu- tritional profiles including macronutrients (carbohydrates, pro- teins, fats), micronutrients (vitamins, minerals),
fiber, choles-
terol, and other components. The system scales database values based on estimated portion size and aggregates across
all detected foods to provide total meal nutrition [35].

B. Dataset Development
Several food image datasets have been developed to support research and training of AI models [36].

Food-101: Contains 101,000 images across 101 food cat- egories, primarily Western foods. This dataset has become a
standard benchmark for food classification research.

UEC Food datasets: Japanese food datasets with bounding box annotations for multiple food items per image,
supporting multi-food detection research [37].

UNIMIB2016: Provides food images with weight annota- tions, enabling training of portion estimation models.

Recipel M+: Large-scale dataset with over one million recipes paired with food images and ingredient lists, support- ing
joint learning of visual and textual food representations.

NutritionSk: Contains images with detailed nutritional ground truth measured in laboratory settings, enabling eval-
uation of end-to-end nutrition estimation accuracy [38].

Despite these resources, significant gaps remain in dataset coverage, particularly for non-Western cuisines, home-
cooked meals, and regional food variations.
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IV. APPLICATIONS OF AI-BASED NUTRITION ESTIMATORS
A. Personal Health Management
Individuals use these applications for daily calorie tracking for weight management, dietary compliance monitoring for
medical conditions such as diabetes and hypertension, macro and micronutrient balance optimization, and food allergy
and intolerance management. Consumer applications like MyFit- nessPal, Lose It!, and Calorie Mama have integrated
Al- powered food recognition, reaching millions of users world- wide [39].

B. Clinical and Medical Applications

Healthcare providers leverage these systems for remote patient monitoring and dietary counseling, nutritional assess-
ment in hospitals and care facilities, treatment planning for metabolic disorders, and research on dietary patterns and
health outcomes. Clinical applications require higher accuracy standards and regulatory compliance, but offer
significant potential for improving patient care and outcomes [40].

C. Fitness and Sports Nutrition

Athletes and fitness enthusiasts utilize these tools for precise macro tracking for performance optimization, meal timing
and composition planning, body composition goal achievement, and competition preparation dietary management. The
ability to quickly log meals without manual entry is particularly valuable for athletes who consume multiple meals and
snacks throughout training days [41].

D. Food Service and Hospitality

Restaurants and food services implement these systems for automatic nutritional labeling of menu items, portion control
and standardization, customer dietary preference accommoda- tion, and regulatory compliance with nutritional
disclosure re- quirements. Some establishments use Al systems to verify that prepared meals match standard
specifications and nutritional targets [42].

E. Public Health and Research

Researchers and public health officials use these technolo- gies for large-scale dietary surveys with reduced participant
burden, population-level nutritional epidemiology, intervention effectiveness monitoring, and dietary pattern analysis
across demographics. Automated dietary assessment enables research studies that would be impractical with traditional
manual methods [43].

V.BENEFITS AND CHALLENGES
A. Key Benefits
User Convenience: Eliminates tedious manual entry by simply capturing food images, significantly reducing the bar-
rier to consistent dietary tracking. Users can log meals in seconds rather than minutes [44].
Improved Accuracy: Reduces human estimation errors and recall bias inherent in traditional food diaries through
objective image analysis.
Real-time Feedback: Provides instant nutritional infor- mation, enabling immediate dietary decisions and behavioral
modification [45].
Comprehensive Analysis: Offers detailed breakdown of macronutrients, micronutrients, and calories that would be
difficult to calculate manually .
Accessibility: Makes professional-grade nutritional analysis accessible to general population through smartphone
applica- tions [46].
Scalability: Facilitates large-scale dietary monitoring pro- grams for research and public health initiatives at minimal
cost.
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B. Major Challenges

Food Recognition Complexity: High visual similarity between dishes, regional variations, mixed ingredients, and food
preparation methods create recognition challenges. Cross- cultural food recognition is particularly challenging, as
models trained primarily on Western cuisines often perform poorly on Asian, African, or other regional foods [47].
Portion Size Estimation Accuracy: Volume estimation from 2D images remains difficult without reference objects or
depth information. Current systems typically achieve 15-30 percent mean absolute percentage error for portion
estimation, which translates to significant calorie estimation errors [48].

Dataset Limitations: Insufficient diversity in food databases, cultural and regional food coverage gaps, and limited
training data for rare or homemade dishes constrain system performance .

Occlusion and Presentation Variability: Foods hidden by other items, layered dishes, and diverse plating styles
complicate accurate recognition and volume estimation [49].

Database Accuracy: Inconsistencies in nutrient composi- tion databases and lack of standardization across sources
affect final nutritional estimates [50].

Real-world Deployment: Variable lighting conditions, im- age quality from different devices, and computational con-
straints on mobile devices affect practical performance [51].

Privacy: Concerns about sensitive dietary information stor- age and user data protection create barriers to adoption .

VI. PERFORMANCE METRICS AND EVALUATION
A. Food Recognition Accuracy
Top-1 Accuracy: Percentage of correctly identified foods as first prediction. State-of-the-art systems achieve 80-95
percent on standardized datasets [52].
Top-5 Accuracy: Whether correct food appears in top 5 predictions, better reflecting practical usage [53].
Mean Average Precision (mAP): Performance across multiple food categories, particularly relevant for multi-food
detection tasks [54].

B. Portion Size Estimation Error

Mean Absolute Error (MAE): Average absolute difference between estimated and actual volume [55].

Mean Absolute Percentage Error (MAPE): Percentage- based error measure, typically 15-30 percent for current sys-
tems [56].

Root Mean Square Error (RMSE): Penalizes larger errors more heavily [57].

C. Nutritional Estimation Accuracy
Clinical acceptability typically requires calorie estimation within 20 percent of actual values [58, 59].

VII. FUTURE DIRECTIONS AND RESEARCH OPPORTUNITIES
A. Technical Improvements
Enhanced single-image depth estimation specifically opti- mized for food ; cross-cultural dataset expansion ; real-time
edge computing optimization ; advanced segmentation for complex meals[60].

B. Integration and Applications
Electronic health records connectivity ; smart kitchen device integration ; Al-powered meal planning ; clinical
validation studies ; precision nutrition with genomics integration.

C. Regulatory Frameworks
Industry accuracy standards ; privacy regulations ; medical device classification ; algorithmic fairness across
populations.
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VIII. CONCLUSION
Al-based food calorie and nutrition estimators represent transformative technology at the intersection of artificial intel-
ligence, computer vision, nutrition science, and public health. These systems address fundamental limitations of
traditional dietary tracking by offering convenient, objective, and com- prehensive nutritional analysis from smartphone
images .
While current systems achieve impressive recognition ac- curacy on standardized datasets, significant challenges
remain in portion size estimation, diverse food culture handling, and real-world deployment . Future success requires
continued col- laboration among computer scientists, nutritionists, healthcare providers, and end-users .
Research priorities include improving portion estimation accuracy, expanding cross-cultural recognition, developing
privacy-preserving architectures, and validating systems clinically. As these technologies mature, they promise
increasingly important roles in personal health management, clinical nutrition therapy, and public health initiatives
addressing global diet-related disease burdens.
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