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Abstract: Because plant diseases significantly affect crop output and food quality, they represent a 

major threat to global food security. Traditional manual methods for identifying diseases are labor-

intensive, time-consuming, and often inaccurate. Convolutional Neural Networks (CNNs) are utilized in 

this AI-based plant health analyzer to detect and categorize plant leaf illnesses in order to get around 

these restrictions. The Plant Village dataset, which includes thousands of annotated photos of different 

crop species and disease types, is used to train the suggested system. For multi-class classification, the 

CNN model is implemented in PyTorch and optimized with the Adam optimizer with cross-entropy loss. 

Using a Flask-based web interface, users may enter leaf photographs and receive real-time diagnostic 

results, including the ailment diagnosis and confidence %. To improve model 

performance and generalization in a range of environmental conditions, a number of data augmentation 

techniques are employed, such as image flipping, rotation, and scaling. 

Experiments demonstrating exceptional disease prediction accuracy highlight the value of deep learning 

for precision agriculture. This clever technique facilitates early disease detection, 

allowing researchers and farmers to take prompt preventative action and supporting sustainable smart 

farming methods.. 
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I. INTRODUCTION 

One of the most important industries for maintaining human existence is agriculture, but it constantly encounters 

difficulties because of plant diseases that have a major impact on crop yield and food quality. Global food security and 

sustainable agricultural development depend on the early detection and treatment of these illnesses. Plant disease 

diagnosis has historically depended on professional manual observation, which is frequently laborious, subjective, and 

prone to human mistake, particularly in large-scale farming operations. Due to these constraints, there is an urgent 

demand for intelligent, automated systems that can precisely detect plant diseases in real time. Recent advancements in 

Artificial Intelligence (AI) and Deep Learning (DL) have revolutionized computer vision tasks, offering robust 

solutions for disease detection from plant leaf images. Among various architectures, Convolutional Neural Networks 

(CNNs) have demonstrated exceptional performance in visual pattern recognition, making them suitable for 

distinguishing between healthy and diseased leaves even under complex field conditions. This project, titled Plant 

Health AI 

Analyzer, employs a CNN-based deep learning approach for automatic identification and classification of multiple 

plant diseases using the PlantVillage dataset. 

The primary objective of this study is to develop an accurate, efficient, and user-friendly plant disease detection system 

that will enable farmers and researchers to identify illnesses early and manage them successfully. To do this, the project 

includes a Flask-based web interface that allows users to input a leaf image and receive a real-time prediction of the 
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disease kind and level of certainty. PyTorch was used to train and improve the model, and data augmentation methods 

including flipping, scaling, and rotation were used to make the model more resilient to changes in the environment. 

 

II. LITERATURE SURVEY 

Li and Chen [1] created a TensorFlow Lite-optimized, lightweight deep learning model with an emphasis on real-time 

plant disease detection for edge sensors. Their research showed that the model is appropriate for mobile and Internet of 

Things-based agricultural systems since quantization and pruning techniques may preserve high accuracy while 

drastically cutting down on inference time. 

Priyadarshini et al. [2] presented a sophisticated deep learning framework that combines many CNN architectures to 

reliably identify plant diseases in a range of field settings. Their model improved performance in actual agricultural 

settings by emphasizing adaptation to variations in illumination, occlusion, and image background. 

Jackulin et al. [3] explored how machine learning and deep learning have been applied to the diagnosis of leaf diseases, 

moving from manually developed feature-based techniques to CNN-based structures. The assessment also emphasized 

the growing significance of real-time deployment and explainable AI for smart agricultural applications. 

Ullah et al. [4] suggested DeepPlantNet, a CNN architecture that uses minimal processing power while maintaining 

high classification accuracy. Their model demonstrated that, after being trained on a range of datasets, efficient 

convolutional layers can achieve a balance between accuracy and deployment efficiency on embedded systems. 

Mohanty et al. [5] provided a model for plant disease classification based on transfer learning that utilizes pre-trained 

architectures such as VGG and ResNet. Their approach set a standard for multi-crop disease identification by 

improving accuracy across a range of plant species by leveraging large natural image databases. 

Singh et al. [6] developed a hybrid ensemble model combining CNN and SVM classifiers for detecting multiple types 

of plant leaf diseases. This approach enhanced robustness and reduced overfitting by merging the strengths of both deep 

learning and traditional classifiers. 

Amara et al. [7] emphasized explainability in plant disease classification by using GradCAM to visualize which image 

regions influenced the CNN’s predictions. This interpretability made their approach more reliable for practical 

agricultural use. 

Yao et al. [8] (2021) implemented a multi-task learning model capable of identifying both the plant species and the 

specific disease, improving generalization and reducing dataset bias. Their system demonstrated that multi-objective 

learning can increase robustness under field conditions. 

Patil and Kumar [9] proposed a method for identifying diseases such as leaf spot and powdery mildew that used K-

means clustering to segment data and extract textural information using the Gray-Level Co-occurrence Matrix 

(GLCM). Despite their efficacy, these techniques mostly relied on manually generated characteristics and often failed 

in real-world scenarios with varying leaf orientation, background noise, and illumination. 

Arivazhagan et al. [10] illustrated a pipeline for image processing that uses color and edge information to identify 

cotton leaf diseases. Their method wasn't scalable for more than one crop, but it produced good results on controlled 

datasets. Due to the limitations of these manual techniques, machine learning and eventually deep learning models 

became more popular. 

Rao and Mehta [11] proposed a model combining U-Net segmentation with CNN classification to isolate infected leaf 

regions before disease identification. Their two-stage pipeline improved accuracy under varied background clutter. 

Gupta, Singh, and Das [12] developed an ensemble of lightweight CNNs (MobileNet + EfficientNet) to detect fungal 

and bacterial diseases in tomato leaves. The ensemble method reduced false positives significantly compared to single-

model approaches. 

Lee and Park [13] introduced a Vision Transformer (ViT) based method trained on augmented leaf image data collected 

in field conditions. The model demonstrated robustness to lighting changes and leaf orientation. 

Chen, Liu, and Zhao [14] used GAN-based data augmentation to synthetically expand under-represented disease 

classes, which led to more balanced classification performance across all categories. 

Zhou, Wang, and Liu [15] evaluated the use of crop-specific feature extraction (color histograms + shape descriptors) 

combined with a shallow CNN, leading to faster inference suitable for edge deployment. 
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Martinez, Priya, and Lee [16] proposed a multitask learning model to jointly predict disease stage (early / late) and 

disease type, improving actionable insights for farmers. 

Akhtar, Rana, and Mishra [17] designed a lightweight hybrid model using SqueezeNet and GLCM features as hand-

crafted inputs to CNN, aiming for lower computational cost on smartphones. 

 

III. METHODOLOGY 

With the use of deep learning methods incorporated into an online application, the suggested solution, Plant Health AI 

Analyzer, is intended to automatically identify plant leaf diseases. The system adheres to a methodical procedure that 

includes dataset preparation, image preprocessing, model training, evaluation, and deployment. The research is centred 

around a Convolutional Neural Network (CNN) architecture, which learns visual patterns from healthy and diseased 

leaves and classifies them into multiple disease categories. Users can interact with the system through a web interface, 

uploading leaf images and receiving instantaneous disease predictions. The well-known PlantVillage dataset, which 

includes more than 54,000 photos of 14 crop species and 38 disease classifications, was utilized to train the algorithm 

The images include variations in lighting, angle, and background, guaranteeing the trained model's good generalization 

to actual situations. An 80:10:10 ratio was used to separate the dataset into subgroups for testing, validation, and 

training. One aspect of image preparation was resizing. To meet the CNN model's input requirements, all photos are 

resized to 224 by 224 pixels, with pixel values adjusted to fall between 0 and 1. To improve model resilience and 

reduce overfitting, data augmentation techniques such as rotation, flipping, zooming, and brightness change were 

employed. Convolutional layers were used to extract features, fully connected layers combined features for 

classification, pooling layers decreased dimensionality, dropout layers prevented overfitting, TensorFlow and Keras 

were used to create the CNN architecture, and ReLU activation functions introduced non-linearity. Class probabilities 

were  generated  for  each  type  of  disease  using  a  softmax  output  layer. With a learning rate of 0.001 and the Adam 

optimizer for categorical cross-entropy as the loss function, the model was trained. The training took place over 25 

epochs and involved 32 batches. Measures of recall, accuracy, precision, and F1-score were used to evaluate 

performance on the test and validation datasets. When the model was trained, its validation accuracy was 97.1% and a 

test accuracy of 96.8%, demonstrating strong predictive performance. 
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To make the system accessible, the trained The Flask web framework was utilized to deploy the model. Users of the 

application can upload pictures of leaves,which are preprocessed and passed through the CNN for disease prediction. 

The result, indicating either the specific disease or a healthy leaf, is displayed on the web interface in real-time. The 

methodology ensures that the system is both accurate and user-friendly, suitable for deployment on local machines or 

cloud-based servers, and provides actionable insights for farmers and agricultural experts. The entire system was 

developed using Python 3.8+, with necessary libraries including TensorFlow, Keras, NumPy, Pandas, Pillow, Scikit-

learn, and Matplotlib, while GPU support was leveraged for faster model training. 

 

IV. RESULT 

The Plant Health AI Analyzer demonstrated strong performance in classifying plant leaf diseases across multiple crop 

species. The CNN model achieved a test accuracy of 96.8%, reflecting its ability to generalize well to unseen images. 

The confusion matrix analysis showed that most disease classes were correctly predicted, with minimal 

misclassifications primarily occurring among visually similar diseases. Precision, recall, and F1-scores were 

consistently high across all classes, indicating reliable performance. 
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Result 1 (Apple Unhealthy) 

 

Result 2 (Apple Healthy) 
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Result 3 (Corn Unhealthy) 

 

Result 4 (Corn Healthy) 
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Result 5 (Tomato Unhealthy) 

 

 

Result 6 (Tomato Healthy) 
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Result 6 (Grapes Unhealthy) 

 

Result 7 (Grapes Healthy) 

 
  

The Flask web application, which allowed users to contribute leaf photos and obtain instantaneous disease 

identification, was used to evaluate the system's real-time prediction capability.Sample predictions illustrate that the 

model accurately highlights the disease type and confidence percentage, even when the images include variations in 

lighting, background, or leaf orientation. 
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The results confirm that integrating deep learning with a web interface provides a practical and efficient tool for plant 

disease detection, making it suitable for both research and field deployment. Figures X, Y, and Z show example 

predictions, model accuracy graphs, and confusion matrix visualizations, which further support the effectiveness of the 

proposed system. 

 

V. DISCUSSION 

The results of the Plant Health AI Analyzer indicate that the CNN-based model is highly effective in identifying and 

classifying plant leaf diseases across multiple crops. The high test accuracy of 96.8%, along with strong precision and 

recall scores, shows how effectively the model generalizes to brand-new, untested photos. 

According to the confusion matrix, misclassifications mostly happened among diseases that were visually similar, 

which is in line with issues noted in earlier research like Zhang et al. (2024) and Mohanty et al. (2023). These findings 

demonstrate the superiority of deep learning models over manual feature-based techniques, which frequently fall short 

in practical situations because of changes in lighting, background noise, and leaf orientation. 

The integration of the model into a Flask web application adds significant practical value, allowing real-time disease 

diagnosis in a user-friendly interface. This aligns with recent trends in edge and mobile deployment of AI models (Li et 

al., 2025), emphasizing the importance of accessible tools for farmers and agricultural experts. By enabling instant 

feedback, the system can facilitate early intervention, reduce crop losses, and improve overall plant health management. 

Despite its strengths, the system has some limitations. The dataset used for training, while extensive, is primarily 

collected under controlled conditions; hence, extreme variations in field images, such as severe occlusion or mixed 

disease symptoms, may reduce prediction accuracy. Furthermore, the model requires computational resources for 

inference, which may be challenging on low-end devices without GPU support. Future improvements could include 

incorporating multi-spectral or hyperspectral imaging, expanding the dataset with real field images, and putting into 

practice lightweight model architectures for distribution on devices with limited resources. 

All things considered, the study demonstrates that deep learning-based plant disease identification is a practical and 

successful strategy that surpasses conventional image processing techniques. The results show that integrating CNN 

architectures with a useful deployment interface can yield useful insights for crop management and disease control, 

adding to the expanding corpus of research on AI-assisted agriculture. 

 

VI. CONCLUSION 

The ability of deep learning to precisely identify and categorize plant leaf diseases in a variety of crops is demonstrated 

by the Plant Health AI Analyzer. When addressing a variety of leaf image variables, including lighting, angle, and 

backdrop, the CNN model demonstrated great accuracy and dependable performance. 

For farmers and agricultural specialists, integration with a Flask web application offers a useful and intuitive interface 

that facilitates real-time illness diagnostics. 

While the system performs well under controlled and semi-realistic conditions, future work could focus on expanding 

the dataset with field-captured images, improving generalization under extreme scenarios, and developing lightweight 

models suitable for mobile and edge deployment. Overall, the study highlights the potential of AI-driven solutions to 

support sustainable agriculture and minimize crop losses. 
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