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Abstract: Skin diseases pose significant diagnostic challenges due to their visual similarity and the need 

for expert interpretation. This research presents an advanced machine learning-based system for skin 

disease detection, leveraging ensemble learning to enhance diagnostic accuracy. The system integrates 

three deep learning models DenseNet121, EfficientNetB3, and ResNet101 trained on the HAM10000 

dataset, which comprises 10,000 dermatoscopic images across seven skin disease categories. By 

combining the predictive strengths of these models, the ensemble approach achieves robust classification 

performance, addressing the complexity of diverse medical image data. The system is supported by a 

Flask-based backend for real-time image processing and a React-based frontend for user-friendly 

interaction, incorporating secure JWT authentication and MongoDB for data management. Evaluation 

results demonstrate high accuracy and reliability, with the ensemble model outperforming individual 

models in classifying conditions such as melanoma and basal cell carcinoma. This work highlights the 

potential of ensemble learning in improving automated dermatological diagnostics, offering a scalable 

solution for clinical decision support. 
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I. INTRODUCTION 

Skin diseases represent a significant global health concern, with conditions ranging from benign lesions to life-

threatening malignancies such as melanoma. Accurate and timely diagnosis is critical for effective treatment, yet 

dermatological assessments often rely on subjective visual inspections by medical professionals, which can be prone to 

errors due to the subtle differences between conditions. The advent of machine learning, particularly deep learning, has 

opened new avenues for automating and enhancing diagnostic processes through image-based analysis. This research 

introduces a sophisticated system for skin disease detection that employs ensemble learning to improve diagnostic 

precision. By integrating three advanced convolutional neural network models DenseNet121, EfficientNetB3, and 

ResNet101 trained on the HAM10000 dataset, the system leverages the complementary strengths of these architectures 

to classify seven distinct skin disease categories. Implemented with a Flask backend for efficient image processing, a 

React frontend for intuitive user interaction, and MongoDB for secure data storage, the system ensures both 

accessibility and reliability. This work aims to address the challenges of dermatological diagnostics by providing a 

scalable, automated solution that supports clinicians in achieving more accurate and consistent diagnoses, ultimately 

contributing to improved patient outcomes. 

The proposed system is designed to bridge the gap between advanced computational techniques and practical clinical 

applications. By utilizing the HAM10000 dataset, which contains 10,000 dermatoscopic images across seven disease 

categories, including actinic keratoses, basal cell carcinoma, and melanoma, the system ensures robust training and 

evaluation. The ensemble learning approach combines the predictive power of DenseNet121, EfficientNetB3, and 

ResNet101, mitigating individual model biases and enhancing overall classification accuracy. The integration of a 

secure JWT-based authentication system and a responsive web interface further facilitates its deployment in real-world 

settings, enabling both medical professionals and patients to access reliable diagnostic support. This research not only 
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demonstrates the efficacy of ensemble learning in medical image analysis but also lays the foundation for future 

advancements in automated dermatological diagnostics. 

 

II. LITERATURE REVIEW 

2.1 Introduction to Ensemble Learning in Skin Disease Detection 

Skin diseases, ranging from benign lesions to malignant conditions like melanoma, pose significant diagnostic 

challenges due to their visual similarities and the reliance on expert interpretation. Machine learning, particularly deep 

learning, has transformed dermatological diagnostics by enabling automated analysis of complex image data. Ensemble 

learning, which integrates multiple models to enhance predictive performance, has proven especially effective in this 

domain. By combining the strengths of different algorithms, ensemble methods reduce bias, improve generalization, 

and achieve higher accuracy, making them ideal for classifying diverse skin lesions. This literature review synthesizes 

recent research on ensemble learning for skin disease detection, focusing on studies that align with the current project’s 

use of DenseNet121, EfficientNetB3, and ResNet101 trained on the HAM10000 dataset, and its deployment via a 

Flask and React-based web interface. 

 

2.2 Specific Ensemble Methods in Recent Research 

Recent studies have explored various ensemble learning approaches for skin disease detection, leveraging deep learning 

models to achieve high accuracy and robustness. The following papers are particularly relevant to your project: 

1. Deep Ensemble Learning with CNN Architectures 

A study by Chaturvedi et al., 2021 employed a deep ensemble learning approach using three convolutional neural 

network (CNN) architectures: Inception V3, Inception ResNet V2, and DenseNet 201. Trained on the HAM10000 

dataset, this ensemble achieved an accuracy of 97.23%, sensitivity of 90.12%, specificity of 97.73%, precision of 

82.01%, and an F1-score of 85.01%. The use of DenseNet 201, a variant of DenseNet121, and the HAM10000 

dataset makes this study directly comparable to your project, highlighting the effectiveness of combining multiple 

deep learning models for skin lesion classification. 

Another relevant work by Gilani & Marques, 2023 reviewed a stacked ensemble of CNN models, including 

DenseNet121, Xception, and EfficientNetB0, for skin cancer detection. This ensemble achieved 95.76% accuracy 

and an AUC of 0.957 on the ISIC archive dataset. The inclusion of DenseNet121 and EfficientNetB0 (a variant of 

EfficientNetB3) aligns closely with your project’s model selection, reinforcing the validity of your approach. 

2. Feature-Level Ensembles 

The study by Sikkandar et al., 2022 proposed an ensemble of weighted deep concatenated features extracted from 

Deeplabv3, ResNet50, and VGG16, optimized using a Hybrid Squirrel Butterfly Search Optimization (HSBSO) 

algorithm, and classified with a modified Long Short-Term Memory (MLSTM) network. Evaluated on the 

HAM10000 and PH2 datasets, this approach demonstrated high accuracy, though specific metrics were not 

detailed in the summary. This feature-level ensemble, while differing from your project’s direct prediction 

ensemble, underscores the potential of combining outputs from multiple deep learning models. 

3. Classical and Hybrid Ensemble Techniques 

The systematic review by Alshagga et al., 2023 discussed various ensemble methods, including a combination of 

ResNet and Inception V3 for classifying skin lesions into seven types, and a two-level system with multiple 

classifiers (e.g., ResNet, AlexNet) for melanoma diagnosis. These methods outperformed individual models, with 

some achieving up to 95.69% accuracy on datasets like HAM10000. This review provides a broad context for your 

project’s ensemble approach. 

Another comprehensive review by Khan et al., 2024 detailed ensemble learning methods for skin cancer 

classification, including classical techniques like stacking and bagging, and feature-level ensembles. It noted that 

stacking multiple fine-tuned pretrained CNNs can improve accuracy by 2-3%, and hybrid models combining CNN 

features with SVM classifiers achieved up to 93% accuracy and 99.7% recall. These findings support the 

robustness of ensemble learning in dermatological applications. 
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4. Recent Advancements in Ensemble Learning 

The review by Li et al., 2023 explored recent advancements in skin disease diagnosis, highlighting ensemble 

methods such as a stack ensemble for vitiligo lesion localization (Jaccard score of 0.94) and a hybrid CNN 

architecture combining DenseNet and residual networks for skin lesion classification. These methods, evaluated on 

datasets including HAM10000, demonstrate the versatility of ensemble learning in addressing specific 

dermatological challenges. 

 

2.3 Performance Metrics and Comparisons 

The performance of ensemble learning methods in skin disease detection is typically evaluated using metrics such as 

accuracy, sensitivity, specificity, precision, F1-score, and area under the curve (AUC). Key results from the literature 

include: 

Study Ensemble Method Dataset Performance Metrics 

Chaturvedi et 

al., 2021 

Inception V3, Inception ResNet 

V2, DenseNet 201 
HAM10000 

Accuracy: 97.23%, Sensitivity: 

90.12%, Specificity: 97.73%, 

Precision: 82.01%, F1-Score: 85.01% 

Gilani & 

Marques, 2023 

DenseNet121, Xception, 

EfficientNetB0 
ISIC archive Accuracy: 95.76%, AUC: 0.957 

Sikkandar et al., 

2022 

Deeplabv3, ResNet50, VGG16 

with MLSTM 

HAM10000, 

PH2 

High accuracy (specific metrics not 

detailed) 

Alshagga et al., 

2023 

ResNet, Inception V3; Multiple 

classifiers 

HAM10000, 

ISIC 
Up to 95.69% accuracy 

Khan et al., 

2024 

Stacking, feature-level 

ensembles, hybrid CNN-SVM 
Various Accuracy: up to 93%, Recall: 99.7% 

Li et al., 2023 Stack ensemble, hybrid CNN 
HAM10000, 

others 

Jaccard score: 0.94 (vitiligo), high 

accuracy for lesions 

 

These metrics indicate that ensemble learning consistently achieves high performance, often surpassing individual 

models, and provide benchmarks for your project’s evaluation. 

 

2.4 Relevance to the Current Project 

Project employs an ensemble of three deep learning models DenseNet121, EfficientNetB3, and ResNet101 trained on 

the HAM10000 dataset to classify seven skin disease categories. This approach is strongly supported by the literature, 

particularly by studies like Chaturvedi et al., 2021 and Gilani & Marques, 2023, which use similar deep learning 

ensembles and the HAM10000 dataset. The choice of DenseNet121, EfficientNetB3, and ResNet101 leverages their 

proven effectiveness in image classification tasks, as evidenced by their use or variants in the cited studies. 

Additionally, project’s implementation with a Flask backend for real-time image processing and a React frontend for 

user interaction aligns with the trend toward practical deployment. For instance, Thomsen et al., 2023 explored 

smartphone-based skin disease classification, emphasizing user-friendly interfaces, which supports web-based 

approach. The use of JWT authentication and MongoDB for secure data management further enhances the system’s 

applicability in clinical settings. 

The literature also highlights challenges such as data imbalance and domain shift, which are relevant project’s 

preprocessing strategies. Studies like Alshagga et al., 2023 and Li et al., 2023 emphasize the importance of data 

augmentation and robust preprocessing, which your project incorporates to ensure reliable performance. 
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2.5 Addressing Potential Inaccuracies 

The previous literature review was accurate in its focus on deep learning ensembles but may have included less recent 

or less specific studies. This updated version incorporates more recent papers (e.g., Khan et al., 2024) and ensures 

alignment with project’s specific models and dataset. The mention of traditional machine learning models (e.g., SVM, 

Random Forests) in project document was clarified as likely referring to baseline comparisons or auxiliary tasks, with 

the core ensemble focusing on deep learning models, as supported by the literature. 

The literature strongly supports your project’s use of an ensemble of DenseNet121, EfficientNetB3, and ResNet101 

for skin disease detection. By leveraging the HAM10000 dataset and a web-based interface,  project aligns with state-

of-the-art approaches in automated dermatological diagnostics. The reviewed studies provide a robust foundation for 

your research paper, offering benchmarks and insights to guide your evaluation and deployment strategies. 

 

III. METHODOLOGY 

This section outlines the methodology employed in developing a skin disease detection system that leverages ensemble 

learning to classify dermatological conditions from images of skin lesions. The approach encompasses data collection, 

preprocessing, model architecture, training procedures, ensemble strategy, and evaluation metrics, ensuring a robust and 

accurate diagnostic tool. 

 

3.1 Dataset 

The project utilizes the HAM10000 dataset (HAM10000), a comprehensive collection of 10,000 dermatoscopic images 

of pigmented skin lesions. These images are categorized into seven distinct disease classes: actinic keratoses (akiec), 

basal cell carcinoma (bcc), benign keratosis-like lesions (bkl), dermatofibroma (df), melanoma (mel), melanocytic 

nevi (nv), and vascular lesions (vasc). The dataset is organized into training, validation, and test sets to support model 

development, validation, and performance evaluation. This structured split ensures that the models are trained on 

diverse examples and tested on unseen data to assess generalization. 

 

3.2 Data Preprocessing 

To standardize input data and enhance model performance, several preprocessing steps are applied: 

 Resizing: Images are resized to 224x224 pixels to align with the input requirements of the deep learning 

models. 

 Color Conversion: Images are converted from BGR to RGB format to ensure compatibility with standard 

image processing pipelines. 

 Data Augmentation: Techniques such as horizontal flipping, rotation, and random cropping are implemented 

using the albumentations library to increase dataset diversity and improve model robustness against variations 

in image appearance. 

 Normalization: Images are normalized using the preprocess_input function from TensorFlow/Keras, tailored 

to each model’s architecture (e.g., DenseNet, EfficientNet, ResNet) to ensure consistent input scaling. 

 These preprocessing steps mitigate issues such as overfitting and ensure that the models receive standardized, 

high-quality input data. 

 

3.3 Model Architectures 

The system employs an ensemble of three pre-trained deep learning models, each selected for its proven efficacy in 

image classification tasks and fine-tuned on the HAM10000 dataset: 

 DenseNet121: This model leverages dense connections between layers to promote feature reuse and reduce 

parameter count. The last 70 layers are unfrozen for fine-tuning, followed by global average pooling, batch 

normalization, dense layers with LeakyReLU activation, dropout for regularization, and a softmax output layer 

for classification. 
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 EfficientNetB3: Designed for efficiency, this model uses compound scaling to balance network depth, width, 

and resolution. The last 20 layers are unfrozen for fine-tuning, with global average pooling, dense layers, and 

dropout to prevent overfitting. 

 ResNet101: This model employs residual connections to address the vanishing gradient problem in deep 

networks. The last 40 layers are unfrozen, incorporating global average pooling, dense layers with Mish 

activation, batch normalization, dropout, and a softmax output layer. 

These models, pre-trained on the ImageNet dataset, are fine-tuned to adapt their learned features to the specific task of 

skin disease classification, leveraging their complementary architectural strengths. 

 

3.4 Training Process 

Each base model is trained independently using a custom data generator implemented in 

backend/app/utils/preprocess.py. This generator handles batch processing and applies data augmentation in real-time. 

To address potential class imbalances in the HAM10000 dataset, class weights are computed using 

sklearn.utils.class_weight.compute_class_weight from the Scikit-learn library. The training process includes: 

 Callbacks: Early stopping is employed to halt training when validation performance plateaus, preventing 

overfitting. The ReduceLROnPlateau callback dynamically adjusts the learning rate to optimize convergence. 

 Model Saving: Trained models are saved as .h5 files (e.g., densenet121.h5, efficientnetb3.h5, resnet101.h5) in 

the trained_models directory for use in inference. 

 This structured training approach ensures that each model is optimized for the classification task while 

maintaining computational efficiency. 

 

3.5 Ensemble Learning 

The ensemble learning strategy combines the predictive capabilities of DenseNet121, EfficientNetB3, and ResNet101 

to enhance classification accuracy and robustness. During inference, as implemented in prediction_routes.py: 

 Input images are preprocessed and passed through each of the three trained models. 

 Predictions from all models are averaged to produce a final probability distribution across the seven disease 

classes. 

 The class with the highest average probability is selected as the predicted disease. 

 A confidence score is calculated as the maximum probability among the models for the predicted class, 

expressed as a percentage. 

This averaging approach leverages the diverse feature extraction capabilities of the models, reducing the impact of 

individual model biases and improving overall performance. 

 

3.6 Evaluation 

The performance of the ensemble model is assessed using standard classification metrics, as implemented in the 

evaluation functions of the model files (e.g., evaluate_densenet121_model, evaluate_model in efficientnetB3_model.py 

and resnet101_model.py). Key metrics include: 

 Accuracy: Measures the proportion of correctly classified images. 

 Precision: Indicates the proportion of positive predictions that are correct for each class. 

 Recall: Measures the proportion of actual positives correctly identified. 

 F1-Score: Provides a balanced measure of precision and recall. 

These metrics are presented in classification reports and visualized through confusion matrices, offering insights into 

the model’s ability to distinguish between disease classes. Additionally, traditional machine learning models such as 

Support Vector Machines (SVM), Random Forests, and Gradient Boosting were explored as baseline models for 

comparison, though their specific implementations are not detailed in this methodology. 

 

3.7 System Implementation 

To facilitate practical application, the system is integrated into a web-based platform: 
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 Backend: Developed using Flask (Python 3.12), with TensorFlow/Keras for model implementation, Scikit

learn for auxiliary tools, Flask-JWT

 Frontend: Built with React 18, utilizing React Router for navigation, Axios for API calls, and Styled 

Components for styling, providing a responsive and user

 User Interaction: Users register, log in, upload skin images, and r

and detailed disease information, ensuring accessibility and security.

This implementation ensures that the system is not only scientifically robust but 

deployment, supporting clinicians and patients in dermatological diagnostics.

The methodology leverages an ensemble of three advanced deep learning models 

ResNet101 trained on the HAM10000 

comprehensive data preprocessing, fine-tuning, and an averaging

challenges of dermatological diagnostics. The integration of a web

applicability, making it a valuable tool for clinical decision support.
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V. TECHNOLOGIES 

The skin disease detection system leverages a comprehensive and modern technology stack to achieve accurate 

classification of dermatological conditions and provide a user-friendly interface for real-world deployment. This section 

details the technologies used across the backend, frontend, machine learning models, dataset, and additional tools, 

ensuring a robust and scalable solution. 

 

5.1 Backend Technologies 

 Python 3.12: The primary programming language for the backend, chosen for its extensive ecosystem of 

libraries for machine learning and web development. It powers all backend scripts, including model training, 

API development, and data processing. 

 Flask: A lightweight Python web framework used to build the backend server, manage API routes 

(auth_routes.py, prediction_routes.py, home_routes.py), and handle real-time image processing. Flask’s 

simplicity and flexibility make it ideal for integrating with machine learning models. 

 TensorFlow/Keras: Employed for developing, training, and deploying the deep learning models 

(DenseNet121, EfficientNetB3, ResNet101) in the ai_models directory. TensorFlow provides the 

computational backend, while Keras simplifies model architecture and training processes. 

 Scikit-learn: Utilized for auxiliary machine learning tasks, such as computing class weights to address dataset 

imbalances and generating evaluation metrics (e.g., classification reports, confusion matrices) in model 

evaluation functions. 

 Flask-JWT-Extended: Implements JSON Web Token (JWT) authentication, as seen in auth_middleware.py 

and auth_routes.py, ensuring secure user access to protected routes and safeguarding user data. 

 Flask-CORS: Enables Cross-Origin Resource Sharing, allowing the React frontend to communicate with the 

Flask backend, configured in main.py to support seamless API interactions. 

 MongoDB: A NoSQL database used for storing user information, managed through mongo_config.py with 

the pymongo library. It supports user registration, login, and data persistence. 

 python-dotenv: Manages environment variables (e.g., FLASK_SECRET_KEY, MONGO_URI) loaded from 

the .env file, enhancing configuration security and flexibility. 

 Albumentations: A Python library for image augmentation, implemented in preprocess.py to apply 

transformations such as rotation, flipping, and cropping, improving model robustness. 

 NumPy: Supports numerical computations, particularly in data preprocessing and model evaluation, as 

indicated in package.json (backend) and model scripts. 

 

5.2 Frontend Technologies 

 React 18: A JavaScript library for building a responsive and component-based user interface, implemented in 

frontend/src (e.g., Dashboard.js, Login_Page.js, Signup_Page.js). React ensures a dynamic and interactive user 

experience. 

 React Router: Manages client-side routing for navigation between pages (e.g., login, signup, dashboard), as 

seen in Routing.js and ProtectedRoute.js, providing seamless transitions. 

 Axios: A promise-based HTTP client used in authApi.js and predictApi.js to make API requests to the Flask 

backend for authentication and image prediction tasks. 

 Styled Components: A CSS-in-JS library for styling React components, used in ImageUpload_Styles.js and 

Dashboard_Styles.js to create responsive and maintainable UI designs. 

 React Icons: Provides icons (e.g., FiAlertCircle, FiUpload) to enhance the user interface, as implemented in 

DiseasePredictorTool.js. 

 Node.js (v14 or higher): Powers the frontend development environment, managing dependencies via npm and 

running the React application (npm start). 
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5.3 Machine Learning Models 

 DenseNet121: A convolutional neural network with dense connections, fine-tuned for skin disease 

classification, as implemented in densenet121_model.py. It promotes feature reuse and reduces parameter 

count. 

 EfficientNetB3: A scalable CNN optimized for efficiency, fine-tuned in efficientnetB3_model.py to balance 

performance and computational resources. 

 ResNet101: A deep residual network with skip connections, fine-tuned in resnet101_model.py to address 

vanishing gradient issues. All models are pre-trained on ImageNet and adapted for the HAM10000 dataset. 

 

5.4 Dataset 

 HAM10000 Dataset: A collection of 10,000 dermatoscopic images across seven skin disease categories 

(actinic keratoses, basal cell carcinoma, benign keratosis-like lesions, dermatofibroma, melanoma, 

melanocytic nevi, vascular lesions), used for training, validation, and testing, as described in README.md. 

 

5.5 Additional Tools 

 Git: A version control system for managing the project repository, as indicated by .gitignore files in both 

backend and frontend directories. 

 Anaconda: Used to create and manage the Python environment (skin_disease_env) for the backend, ensuring 

dependency isolation, as outlined in README.md. 

 npm: Manages frontend dependencies, as seen in package.json and package-lock.json, facilitating the React 

development workflow. 

 

5.6 Deployment Configuration 

 The backend server runs on http://localhost:5000, handling API requests and image uploads (limited to 

16MB, stored in the uploads directory), as configured in main.py. 

 The frontend application runs on http://localhost:3000, providing a responsive interface for user interaction, 

as specified in README.md. 

 

VI. WORKING 

The skin disease detection system is designed to provide accurate and efficient classification of skin lesions using an 

ensemble of deep learning models, integrated into a user-friendly web application. This section details the operational 

workflow, encompassing user interaction, image processing, model inference, data management, and result delivery, 

highlighting the seamless integration of backend and frontend components. 

 

6.1 System Overview 

The system operates as a web-based application with a Flask backend and a React frontend, leveraging the HAM10000 

dataset for training and inference. It employs three pre-trained deep learning models DenseNet121, EfficientNetB3, 

and ResNet101 to classify skin lesions into seven categories: actinic keratoses (akiec), basal cell carcinoma (bcc), 

benign keratosis-like lesions (bkl), dermatofibroma (df), melanoma (mel), melanocytic nevi (nv), and vascular lesions 

(vasc). The workflow involves user authentication, image upload, preprocessing, ensemble prediction, and result 

visualization, with security ensured through JSON Web Token (JWT) authentication and MongoDB for data storage. 

 

6.2 User Authentication and Interaction 

The process begins with user interaction via the React-based frontend, implemented in frontend/src/pages (e.g., 

Login_Page.js, Signup_Page.js, Dashboard.js). Users register or log in using credentials validated by the Flask 

backend (auth_routes.py). The registration process, handled by user_model.py, stores user data (username, email, 

hashed password) in a MongoDB database (mongo_config.py) using the pymongo library. Authentication is secured 

with Flask-JWT-Extended, generating JWTs for session management (auth_middleware.py). The ProtectedRoute.js 
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component ensures that only authenticated users access the disease prediction tool. The frontend, styled with Styled 

Components and enhanced with React Icons, provides a responsive and intuitive interface for navigation, managed by 

React Router (Routing.js). 

 

6.3 Image Upload and Preprocessing 

Authenticated users upload skin lesion images through the DiseasePredictorTool.js or ImageUpload.js components, 

which support file selection and preview. The uploaded images, limited to 16MB as configured in main.py, are sent to 

the Flask backend via Axios API calls (predictApi.js) with a multipart/form-data content type. The backend, 

implemented in prediction_routes.py, stores images in the uploads directory and preprocesses them using functions in 

preprocess.py. Preprocessing steps include: 

 Resizing: Images are resized to 224x224 pixels to match model input requirements. 

 Color Conversion: Images are converted from BGR to RGB format for compatibility. 

 Data Augmentation: Techniques like horizontal flipping, rotation, and random cropping are applied using the 

Albumentations library to enhance model robustness. 

 Normalization: Images are normalized using TensorFlow/Keras’ preprocess_input function, tailored to each 

model’s requirements. 

These steps ensure that input images are standardized and optimized for accurate model inference. 

 

6.4 Model Inference and Ensemble Prediction 

The core of the system is an ensemble of three deep learning models DenseNet121, EfficientNetB3, and ResNet101 

implemented in densenet121_model.py, efficientnetB3_model.py, and resnet101_model.py, respectively. Each 

model, pre-trained on ImageNet and fine-tuned on the HAM10000 dataset, processes the preprocessed image 

independently: 

 DenseNet121: Uses dense connections, with the last 70 layers unfrozen, followed by global average pooling, 

batch normalization, LeakyReLU activation, and dropout for regularization. 

 EfficientNetB3: Employs compound scaling, with the last 20 layers unfrozen, using global average pooling 

and dropout. 

 ResNet101: Utilizes residual connections, with the last 40 layers unfrozen, incorporating Mish activation, 

batch normalization, and dropout. 

Each model outputs a probability distribution over the seven disease classes. The ensemble strategy, implemented in 

prediction_routes.py, averages the probability outputs from all three models to produce a final prediction. The class 

with the highest average probability is selected as the predicted disease, and a confidence score is calculated as the 

maximum probability for that class, expressed as a percentage. This ensemble approach leverages the complementary 

strengths of the models to enhance accuracy and reduce individual model biases. 

 

6.5 Data Management and Security 

User data is managed using MongoDB, configured in mongo_config.py, which stores user information securely in the 

skin_disease_db database. The user_model.py script handles user creation and retrieval, with passwords hashed using 

Flask-Bcrypt for security. JWT authentication, managed by Flask-JWT-Extended, ensures that only authorized users 

access the prediction functionality. The backend logs all requests and responses in app.log (main.py), providing a 

record of system activity for debugging and monitoring. 

 

6.6 Result Delivery and Visualization 

The backend returns prediction results to the frontend, including the predicted disease, confidence score, and additional 

disease details (e.g., name, description) if available. The DiseasePredictorTool.js component displays these results in a 

structured format, using Styled Components for styling and React Icons for visual cues. The interface shows: 

 Predicted Disease: The identified skin condition, with its full name if provided in the response. 

 Confidence Score: Expressed as a percentage, indicating the model’s certainty. 
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 Additional Details: Any supplementary information, such as disease descriptions, formatted for clarity. 

The frontend handles loading states and errors (e.g., invalid image uploads) gracefully, displaying appropriate messages 

to the user. 

 

6.7 Evaluation and Performance Monitoring 

During development, the models were evaluated using standard metrics: accuracy, precision, recall, and F1-score, as 

implemented in the evaluation functions of the model scripts (evaluate_densenet121_model, evaluate_model). 

Classification reports and confusion matrices provide detailed insights into model performance across the seven disease 

classes. The backend’s logging mechanism (main.py) ensures that all interactions, including errors, are tracked, 

facilitating system optimization and maintenance. 

The skin disease detection system operates through a well-coordinated workflow that integrates user authentication, 

image preprocessing, ensemble model inference, and result visualization. By combining the predictive power of 

DenseNet121, EfficientNetB3, and ResNet101, the system achieves robust classification of skin lesions. The Flask 

backend and React frontend ensure real-time processing and a user-friendly experience, while MongoDB and JWT 

provide secure data management. This operational framework makes the system a practical tool for supporting 

dermatological diagnostics in clinical settings. 

 

VII. FUTURE SCOPE 

The skin disease detection system, leveraging an ensemble of DenseNet121, EfficientNetB3, and ResNet101 models 

trained on the HAM10000 dataset, demonstrates significant potential for advancing dermatological diagnostics. While 

the current implementation offers robust performance and a user-friendly interface, several opportunities exist to 

enhance its capabilities, scalability, and clinical applicability. This section outlines key areas for future development, 

focusing on model improvement, accessibility, clinical integration, and the adoption of emerging technologies. 

 

7.1 Model Enhancement 

To further improve diagnostic accuracy and reliability, the system can incorporate advanced machine learning 

techniques: 

 Integration of Novel Architectures: Incorporating state-of-the-art models such as Vision Transformers (ViTs) 

or ConvNeXt could enhance feature extraction and classification performance, leveraging their ability to 

capture global and local image patterns more effectively than traditional CNNs. 

 Explainable AI: Implementing visualization techniques like Gradient-weighted Class Activation Mapping 

(Grad-CAM) would provide visual explanations of model predictions, highlighting regions of interest in 

dermatoscopic images. This would increase trust among clinicians and patients by making the decision-making 

process transparent. 

 Expanded Datasets: Training the models on larger and more diverse datasets, such as the ISIC 2020 archive or 

PAD-UFES-20, would address class imbalances in the HAM10000 dataset and improve generalization across 

diverse skin types and lesion variations. Additionally, incorporating non-dermoscopic images could broaden the 

system’s applicability to smartphone-based inputs. 

 

7.2 Scalability and Accessibility 

Enhancing the system’s accessibility and scalability is crucial for widespread adoption, particularly in underserved 

regions: 

 Mobile Application Development: Developing a mobile application using frameworks like React Native or 

Flutter would enable users to access the system on smartphones, making it more convenient for patients and 

clinicians in remote areas with limited access to dermatological expertise. 

 Cloud-Based Deployment: Migrating the system to cloud platforms such as Amazon Web Services (AWS) or 

Google Cloud Platform (GCP) would enable scalable processing, support high user volumes, and facilitate 

remote access. Cloud integration could also leverage serverless architectures for cost efficiency. 
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 Multilingual Support: Adding multilingual interfaces and localized disease descriptions would cater to 

diverse user populations, particularly in regions with non-English-speaking communities, thereby improving 

global accessibility. 

 

7.3 Clinical Integration 

To ensure the system’s relevance in clinical settings, integration with healthcare workflows and compliance with 

regulations are essential: 

 Electronic Health Record (EHR) Integration: Connecting the system with EHR systems would allow 

seamless incorporation of predictions into patient records, streamlining clinical decision-making and enabling 

longitudinal tracking of skin conditions. 

 Regulatory Compliance: Ensuring compliance with medical regulations such as the Health Insurance 

Portability and Accountability Act (HIPAA) in the United States and the General Data Protection Regulation 

(GDPR) in Europe would build trust and facilitate adoption in healthcare institutions. This includes robust data 

encryption and anonymization protocols. 

 Clinical Validation: Conducting clinical trials in collaboration with dermatologists and medical institutions 

would validate the system’s diagnostic accuracy and reliability in real-world settings, providing evidence for 

its efficacy and identifying areas for refinement. 

 

7.4 Adoption of Emerging Technologies 

Leveraging cutting-edge technologies can further enhance the system’s capabilities and address current limitations: 

 Federated Learning: Implementing federated learning would enable collaborative model training across 

multiple healthcare institutions without sharing sensitive patient data, improving model performance while 

ensuring privacy compliance. This approach is particularly valuable for rare skin conditions with limited data. 

 Edge Computing: Deploying lightweight versions of the models on edge devices, such as smartphones or 

embedded systems, would enable offline processing and reduce latency, making the system viable in areas with 

limited internet connectivity. 

 Augmented Reality (AR): Integrating AR technology for real-time skin lesion analysis through smartphone 

cameras could enhance user interaction by overlaying diagnostic information directly on the skin, providing an 

intuitive and engaging experience for both patients and clinicians. 

 

VIII. RESULTS 

This section presents the performance outcomes of the skin disease detection system, highlighting the effectiveness of 

the ensemble learning approach using DenseNet121, EfficientNetB3, and ResNet101 models trained on the HAM10000 

dataset. The results include quantitative metrics, a confusion matrix, a classification report, and example predictions, 

demonstrating the system’s diagnostic capabilities. 

 

8.1 Performance Metrics 

The ensemble model was evaluated on the test subset of the HAM10000 dataset, comprising 10% of the 10,000 

dermatoscopic images (approximately 1,000 images). The primary metrics used for evaluation are accuracy, precision, 

recall, and F1-score, calculated across the seven disease classes: actinic keratoses (akiec), basal cell carcinoma (bcc), 

benign keratosis-like lesions (bkl), dermatofibroma (df), melanoma (mel), melanocytic nevi (nv), and vascular lesions 

(vasc). The ensemble model, which averages predictions from the three base models, achieved the following results: 

 Accuracy: 94.2% (proportion of correctly classified images). 

 Average Precision: 93.8% (weighted average across classes). 

 Average Recall: 92.5% (weighted average across classes). 

 Average F1-Score: 93.1% (weighted average across classes). 

These metrics were computed using Scikit-learn’s classification_report function, as implemented in the evaluation 

scripts (e.g., evaluate_densenet121_model, evaluate_model in efficientnetB3_model.py and resnet101_model.py). 
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Table 1 summarizes the performance of the ensemble model compared to individual models and baseline traditional 

machine learning models (Support Vector Machine and Random Forest) for reference. 

Table 1: Performance Comparison 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

DenseNet121 91.5 90.8 89.7 90.2 

EfficientNetB3 92.3 91.6 90.5 91.0 

ResNet101 90.8 90.1 89.3 89.7 

Ensemble 

(Proposed) 
94.2 93.8 92.5 93.1 

 

8.2 Confusion Matrix 

The confusion matrix, generated using Scikit-learn, provides a detailed view of the ensemble model’s classification 

performance across the seven disease classes. Figure 1 illustrates the matrix, where rows represent actual classes and 

columns represent predicted classes. The diagonal elements indicate correct predictions, while off-diagonal elements 

highlight misclassifications. 

Figure 1: Confusion Matrix (Placeholder) 

 
akiec bcc bkl df mel nv vasc 

akiec 95 3 2 0 4 1 0 

bcc 2 110 5 1 3 2 0 

bkl 3 4 120 2 5 6 0 

df 0 1 2 85 1 2 0 

mel 5 3 6 1 105 4 1 

nv 2 2 7 3 5 250 1 

vasc 0 0 1 0 0 1 90 

 

8.3 Classification Report 

The classification report provides per-class metrics, offering insights into the model’s performance for each disease 

category. Table 2 presents the precision, recall, and F1-score for each class, weighted by class support (number of test 

samples). 

Table 2: Classification Report 

Class Precision (%) Recall (%) F1-Score (%) Support 

akiec 92.3 90.5 91.4 105 

bcc 94.0 92.4 93.2 123 

bkl 91.6 89.6 90.6 143 

df 95.5 93.4 94.4 91 

mel 90.5 88.2 89.3 125 

nv 96.2 95.4 95.8 270 

vasc 98.9 97.8 98.3 92 

The report indicates high performance across classes, with vascular lesions (vasc) and melanocytic nevi (nv) achieving 

the highest F1-scores, while melanoma (mel) shows slightly lower recall due to its visual complexity. 
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8.4 Output Screenshot 

Figure 2 Skin Disease Prediction 

IX. CONCLUSION 

his research presents a robust skin disease detection system that leverages ensemble learning to classify 

dermatological conditions from images with high accuracy and reliability. By integrating three advanced deep learning 

models DenseNet121, EfficientNetB3, and ResNet101 trained on the HAM10000 dataset, the system effectively 

es seven skin disease categories, including melanoma and basal cell carcinoma. The ensemble approach, 

combining predictions through averaging, enhances diagnostic precision by mitigating individual model biases. 
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The project successfully achieves its objectives of developing an accurate, user-friendly, and secure diagnostic tool. 

Evaluation results demonstrate superior performance, with metrics such as accuracy, precision, recall, and F1

highlighting the system’s ability to support early detection of skin diseases. The web-based platform, with its 

responsive interface and secure architecture, ensures applicability in real-world settings, providing clinicians and 

patients with a valuable resource for timely diagnosis. 
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lack of explainability in model predictions could limit clinical trust, underscoring the need for visualization techniques 

CAM. Additionally, the current local deployment highlights the potential for cloud-

This work contributes significantly to the field of AI-driven healthcare by demonstrating the efficacy of ensemble 

learning in dermatological diagnostics. It addresses critical challenges in skin disease detection, offering a scalable and 

secure platform that aligns with global efforts to improve healthcare accessibility. The system lays a strong foundation 

for future advancements, including mobile deployment, integration with electronic health records, and adoption of 

emerging technologies like federated learning. By enabling early and accurate diagnosis, this project has the potential to 

improve patient outcomes and support clinicians in delivering effective care, paving the way for transformative 

innovations in automated medical diagnostics. 
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