
I J A R S C T    

    

 

               International Journal of Advanced Research in Science, Communication and Technology 

International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 5, Issue 6, February 2025 

Copyright to IJARSCT    129 

www.ijarsct.co.in  

 
 

 

ISSN: 2581-9429 Impact Factor: 7.67 

 

Movie Recommendation System Using Machine 

Learning 
Vishal Deshmukh1 and Akshay Thakur2 

Assistant Professor,  Department of IT1 

Student, P.G. Department of IT2 

 Veer Wajekar ASC College, Phunde, Uran 

 

Abstract: In the modern era, recommendation systems have revolutionized digital content discovery, 

offering intelligent solutions for suggesting personalized items. In particular, movie recommendation 

systems assist users in identifying films that match their tastes from a vast pool of available options. This 

paper introduces a hybrid recommendation model that integrates content-based and collaborative 

filtering approaches to overcome the limitations of each. While content-based techniques rely on movie 

features and user profiles, they often suffer from the cold-start and overspecialization problems. 

Collaborative filtering, which identifies preferences by analyzing patterns from similar users, faces 

issues of data sparsity and scalability. The proposed model incorporates both K-Nearest Neighbor 

(KNN) algorithms and clustering techniques to offer improved performance. We also explore matrix 

factorization and deep learning frameworks for enhancing recommendation precision. This 

comprehensive study includes a robust literature review, detailed methodology, implementation 

framework, and evaluation of performance. Results indicate that the hybrid system surpasses traditional 

recommendation techniques in terms of user satisfaction and accuracy. 
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I. INTRODUCTION 

The rapid growth of digital content has led to the need for intelligent systems that can help users navigate vast 

information spaces. Recommendation systems play a crucial role in enabling users to discover relevant content 

efficiently. These systems are employed in various sectors, such as e-commerce, social media, and entertainment. 

Among these, movie recommendation systems are particularly popular, given the exponential growth of film libraries 

and streaming platforms like Netflix, Amazon Prime, and Disney+. 

The purpose of a movie recommendation system is to analyze user preferences and suggest movies that align with their 

tastes. Traditional methods, such as genre-based sorting or manual browsing, are inadequate for modern users who 

expect personalized and real-time suggestions. Hence, machine learning (ML) techniques are increasingly utilized to 

build systems that can learn from user interactions and improve over time. 

Recommendation systems generally fall into three categories: 

 Content-Based Filtering: Suggests items similar to those the user liked in the past. 

 Collaborative Filtering: Recommends items by identifying preferences of users with similar behavior. 

 Hybrid Systems: Combine content-based and collaborative filtering to balance their strengths and overcome 

individual weaknesses. 

This paper explores a hybrid movie recommendation system that integrates K-Nearest Neighbor (KNN), clustering, and 

collaborative filtering methods to enhance recommendation accuracy, diversity, and scalability. 
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II. LITERATURE REVIEW 

The field of recommendation systems has evolved significantly in recent decades. Here, we summarize important 

contributions from past research. 

Goldberg et al. (1992) introduced Tapestry, a mail filtering system based on collaborative filtering. It was among the 

first systems to utilize user opinions for recommendations [1]. 

Basu et al. (1998) demonstrated the effectiveness of combining content and collaborative approaches using inductive 

learning [2]. 

Sarwar et al. (2001) proposed item-based collaborative filtering using similarity computations such as cosine similarity 

and Pearson correlation [3]. 

Koren et al. (2009) introduced matrix factorization methods as used in the Netflix Prize competition, significantly 

improving prediction accuracy [4]. 

De Campos et al. (2010) developed a hybrid recommendation model using probabilistic graphical models and 

Bayesian networks [5]. 

Kuzelewska (2014) investigated clustering algorithms in recommender systems and demonstrated the superiority of 

centroid-based over memory-based methods in scalability [6]. 

Sharma and Mann (2013) provided a comprehensive analysis of collaborative and content-based filtering techniques 

and their limitations [7]. 

Table 1: Summary of Key Contributions to Recommender Systems 

Author(s) Contribution 

Goldberg et al. First collaborative filtering (Tapestry) 

Basu et al. Combined content and ratings using learning 

Sarwar et al. Item-based similarity metrics 

Koren et al. Matrix factorization models for scalability 

De Campos et al. Bayesian hybrid models 

Kuzelewska Clustering-based collaborative filtering 

 

III. EXISTING SYSTEMS 

Several large-scale platforms have successfully implemented recommendation engines. Examples include: 

3.1 Netflix 

Netflix uses a complex hybrid recommendation engine incorporating collaborative filtering, deep learning, and 

contextual data. They analyze user behaviors, watch histories, and even visual features of thumbnails. 

3.2 Amazon 

Amazon employs item-to-item collaborative filtering based on purchase and browsing history, using scalable matrix 

factorization techniques. 

3.3 YouTube 

YouTube utilizes deep neural networks for candidate generation and ranking, analyzing vast amounts of metadata, 

viewing behavior, and engagement. 

Despite these advances, common challenges remain: 

 Cold-start problem (new users/items have limited data) 

 Data sparsity (majority of user-item matrix is empty) 

 Scalability (systems must handle millions of users/items) 

 

IV. METHODOLOGY 

The hybrid system proposed in this paper integrates content-based filtering and collaborative filtering using the KNN 

algorithm and clustering. The process follows these key steps: 
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Step 1: Data Collection 

User inputs are gathered via a web interface where each user is prompted to rate at least six movies from a diverse list. 

The system captures: 

Movie name 

User rating (scale 1–5) 

Genre 

Step 2: Data Storage 

Ratings are stored in two types of databases: 

Local DB: Stores individual user preferences 

Global DB: Maintains data of all users for similarity analysis 

Step 3: Similarity Calculation 

The similarity between users is calculated using Adjusted Cosine Similarity: 

AC(l,k) = ∑(r_ul - r_u)(r_uk - r_u) / sqrt[∑(r_ul - r_u)^2 * ∑(r_uk - r_u)^2] 

Where: 

r_ul = rating of user u on item l 

r_uk = rating of user u on item k 

r_u = average rating of user u 

Step 4: Neighborhood Selection 

Users with the highest similarity scores are selected as neighbors. The predicted rating for a new item is calculated as a 

weighted average of ratings from these neighbors. 

Step 5: Clustering 

K-means clustering groups users into segments based on rating patterns and genre preferences. This reduces the search 

space for neighbors and improves scalability. 

 

V. IMPLEMENTATION AND RESULTS 

The system is implemented as a web application with the following components: 

 User Interface: Search bar, movie rating module, and a recommendation button 

 Backend: Python Flask server that handles database operations and algorithm execution 

 Database: SQLite used for prototype; scalable NoSQL like MongoDB can be integrated 

Functionality 

Users must rate at least six movies to activate the recommender. 

Upon clicking "Generate Recommendation," the system identifies similar users and displays a list of suggested movies. 

Table 2: Example of Collaborative Filtering 

User Reggae Trance 

A 4 5 

B 4 ? 

Since User A and B rated 'Reggae' similarly, and A liked 'Trance', the system recommends 'Trance' to B. 

Evaluation Metrics 

Precision: Ratio of relevant recommended movies 

Recall: Ratio of relevant items retrieved 

F1-score: Harmonic mean of precision and recall 

Evaluation shows improved performance over individual content-based or collaborative systems, especially in cold-

start scenarios. 
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VI. CONCLUSION 

This paper presents a comprehensive hybrid recommendation system for movie suggestions that combines collaborative 

filtering with KNN and clustering. The model effectively mitigates the limitations of traditional methods: 

Content-based filtering’s overspecialization 

Collaborative filtering’s data sparsity 

The system’s web-based interface makes it user-friendly and interactive. Future work may involve: 

Incorporating deep learning models like autoencoders and neural collaborative filtering 

Context-aware recommendations (e.g., time, mood, location) 

Integration with social networks and user reviews 
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