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Abstract: In the cloud computing, RA Allocation (RA) is the process of providing resources available to
the required cloud systems via the Internet. The process of redistributing resources is key to embracing
unexpected demands and improving return on investment from cloud- based infrastructure. The cloud
compound consists of multiple clients requesting resources in a dynamic environment with potential
obstacles. In cloud computing the distribution of resources for every highly profitable and profitable client
is the main task of the cloud controller. Cloud Administrator has trouble sharing the same resources with
multiple users. So when allocating resources to prioritize activities is very important. The paper deals with
review on techniques or editing algorithms and six distribution methods and parameters for scheduling
success. An analysis of the methodology of this study helps researchers discover the value of a planning
algorithm or techniques for a particular method of distribution in order to maximize resource allocation
in the cloud.

Keywords: Resource allocation, information technology, task scheduling, cloud applications, cloud
computing.

I. INTRODUCTION

Cloud Computing is a model that provides computational resources through the internet and central secluded servers.
It acts as a service rather than a merchandise. Refining cloud computing and making it more efficient is the key to the
next generation of computation. Companies and even normal people can rent resources from the cloud for Computational
purposes. This not only reduces the cost required by infrastructures but in the long run even helps reduce E-waste because
the person wanting to upgrade his computation need not throw his old hardware but instead have cheap access to rent and
have the hardware resource on the cloud allotted to him when needed. Resource allocation system in cloud computing is
the mechanism to guarantee that all the user’s requirements are met and are more importantly, met efficiently. An
important problem that must be addressed effectively in the cloud is to manage the quality of service and maintain service
level. Agreement for cloud users that share the resources. Cloud Computing is of namely three types

1.1 Infrastructure as a Service (IaaS)

In the early days of the cloud, most providers offered Infrastructure as a Service (IaaS), where consumers could buy
access to virtual machines and storage. This allows businesses to be agile, respond quickly to market changes, and save
on IT costs.

1.2 Cloud Platform as a Service (PaaS)

In this service model, instead of using locally run operating systems and applications, the cloud consumer uses
applications that are hosted by the provider in the cloud. Cloud consumer can build and deploy their own applications on
the platform without having to build and maintain their own development platforms. Examples of PaaS include
Salesforce.com and Microsoft Azure.
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1.3. Software as a Service (SaaS)

In this service model, cloud providers offer a set of software applications and services to consumers over the internet.
Cloud consumer can access the software and services through the internet without actually having to install and maintain
the software on their own servers. Examples of SaaS include email services such as Gmail, word processing software
such as Microsoft Office 365, and online storage such as Google Drive. These services are hosted by the provider, who
updates and maintains the software on their servers. The consumer only pays for what they use, typically a monthly
subscription fee.

The main advantage of the cloud is that it allows companies to focus on their core business rather than on managing
large data centers. Instead, they can buy computing resources and storage from the cloud when they need them, paying
only for what they use.

Allocation of resources is an important component of cloud computing as its efficiency will directly have an impact on
the performance of the overall cloud environment.

Regardless of the services clouds can be classified as

A. Private Cloud
A private cloud is a cloud computing platform that is only accessible to an organization and is managed by the
organization itself or by a third-party vendor.

B. Public or Hosted Cloud

The cloud services are available to the general public without any fee. Unlike the private cloud, the public cloud is not
managed by the organization. Instead, the organization’s services are provided to the general public. Cloud services
offered by the organization are free to the general public.

C. Community Cloud
The cloud is available to specific group of people. All the cloud services are shared by all these community people.

D. Hybrid Cloud
It is a combination of two or more cloud models.

I1. SIGNIFICANCE OF RESOURCE ALLOCATION IN CLOUD COMPUTING

Resource Allocation (RA) refers to the process of assigning the available resources to which are required by the
customer over the internet. Resources are not allocated if the Resource Allocation Strategy (RAS) is not managed
adequately

Resource Allocation Strategy (RAS) is about combining cloud provider activities for utilizing and allocating scanty
resources which are in the limit of cloud environment so as to meet the needs of the cloud application. It requires the
desired type and sufficient amount of resources needed by each application in order to complete a user job.

The order and time of allocation of resources is considered as an input for an optimal RAS. Under-provisioning of
resources occurs when the application is assigned with fewer numbers of resources than the demand. The cloud user or
the customer roughly estimates the resources required to complete a job. On the other hand, allocating the resources
before the roughly estimated time may lead to over provisioning of resources.

To avoid the over provisioning and under provisioning of resources inputs are requires from the customer (cloud user)

as well as the cloud provider for an efficient Resource Allocation Strategy (RAS).
Allocation the Resources over Cloud consist of physical and virtual resources. The physical resources are shared across
multiple compute requests through virtualization and provisioning while, the request for virtualized resources is described
through a set of parameters detailing the processing, memory and disk. Provisioning satisfies the request by mapping
virtualized resources to physical ones. The hardware and software resources are allocated to the cloud applications on-
demand basis.
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II1. METHODS FOR RESOURCE ALLOCATION IN CLOUD COMPUTING

3.1 Tenant Based Resource Allocation

This technique is used to allocate recourses in an efficient manner over the SaaS provider or applications taking into
consideration multitenancy. Multitenancy is when each tenant can interact with the application as if it were the exclusive
owner. Here tenant is the customer using the applications over the SaaS provider. For deployment the following strategies
are used- The resource request is distributed according to the tenant information using the tenant- based load balancing
The encapsulation of each tenant execution is done using the tenant-based isolation The Virtual machine (VM) instance
is used to determine the number of VM required based on workload.

3.2 Economy Based

As the name suggests, it takes into consideration the incentives of both the parties that is, the provider as well as the
consumer. It uses the economy-based algorithm. Economy based method aims for the concept of optimizations of
resources as wellas the costs.

3.3 Rule Based

This technique is used to access the resources one of the challenges of allocating resources dynamically virtual
machines such that the quality of service constraints are maintained and operating costs are minimized. The arrangement
between the above mentioned goals can be expressed by a utility function.in Utility based resource allocation , a two-tier
resource management approach based on sufficient utility functions is presented, on IaaS layer as and when demanded.
Rule based resource manager is developed to enhance the system capabilities in case of private cloud. It also aims for
decreasing the cost for hybrid environment and in turn giving time to private and public cloud for providing the services
efficiently.

3.4 Agent Based
In this technique the resources are allocated mainly based on two techniques —
e The work volume at centers
e The distance between the provider and the center
e Agent based resource allocation allows decentralization of resources. Eventually there can be many
improvements in agent based resource allocation such as
e Computational load distribution and reduced computation time.

3.5. Preference Based

In order to provide services to multiple users at the same point of time with differing resource requirements, a cloud
provider needs to find and put into use an efficient resource allocation technique which meets the requirements of the
user as well as the provider. To address the issue, Offline and online auctions are considered one of the best ways of
resource allocation where a user is selected based on his/her payment capacity and resource requirements. The bidding
price reflects the needs and capacity of the user.

3.6 Utility Based

This technique uses Master-Slave framework which is a role based access control considering the trust of the node and
meets the requirements using the services. This technique provides assessment according to the real-time condition of
the system and then allocates resources based on their assessment generated. This kind of dynamic feedback mechanism
guarantees the firmness of the system and reliability of the services effectively.

Consisting of local controllers that dynamically allocates CPU shares to the virtual machines to maximize a local node
utility function and a global controller that initiates live migrations of virtual machines to other physical nodes to
maximize a global system utility function. The Table summarizes the work done by various researchers and future work
and/or gaps in their existing work.
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Figure 1: Names of authors and researchers.
Why strategies? ->Weakness/problems to be avoided:
Resource unavailability conditions occurs when two or more users attempt to access same content same time.
Lack of resources/VM on cloud from cloud service provider.
Over-provisioning of resources happens when the said tasks get spare resources than the actual demand.
Under-provisioning of resources befalls when the user's tasks are allotted with fewer quantities of resources than the
actual demand.
Resource fragmentation problem need to be Consider as resources are in accessible sometimes.

IV. RESOURCE ALLOCATION STRATEGIES
e Dynamic resource allocation.
e Linear scheduling strategy.
e Particle swarm optimization.
e Ant colony optimization (ACO) algorithm.
e Reliability Aware Scheduling
e Cost based resource allocation.

4.1 Dynamic Resource Allocation.

Due to lack of resource availability and under provisioning dynamic resource allocation come into picture, which
solves problems by emphasizing on-demand services and resource scalability. This is one of best optimization strategies
for cloud computing by distributing loads to various virtual machines (VM). As in e-commerce’s websites and banking
application changes their resource dynamically in order to satisfy end users need. Utilizing cloud dynamic resource
allocation method reduces low response time and serve user with resources dynamically.

4.2 Linear Scheduling Strategy

Linear scheduling strategy can be also called as service level agreement as it focus on response time, throughput, and
maximize quality of service QOs. Software as a Service (SaaS), the main consideration here is the quality of service
parameters of the cloud service provider’s side, like a load on the current environment and cost associated with the data
center. Resource utilization in cloud environments is based on memory usage, CPU usage, and throughput. Thus, the
scheduling algorithm uses a server node to determine the most applicable virtualization method.

4.3 Ant Colony Optimization (ACO) Algorithm

ACO algorithm technique derived from ants as release their hormone known as pheromone on ground in order to
make a path for other colony ants to follow. ACO is significant way to solve load balancing problem over network and
improve computation time. ACO manages the usage of virtual machines, memory, and the number of clouds.

4.4 Reliability Aware Scheduling
With the increase in number of users on cloud, the network failures and other performance related issues have become
inevitable.
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Figure 2: Graph of task scheduling designing of cloud architecture.

To achieve reliability we need to focus on designing of cloud architecture. This directed acyclic graph (DAG) focuses
to achieve best task scheduling. The reliability analysis block will figure out the processor's reliability with respect to
different frequency in order to maintain the reliability of the system. Finally, the scheduler will schedule the user’s task
based upon the DAG.

4.5 Cost Based Resource Allocation

In cloud computing, typically using a "pay- as-you-go" model which is nothing but to charge user on utilizing resources
shared by cloud. In cloud computing consists of computing resources such as RAM, CPU, memory, bandwidth etc. which
will be shared by multiple users. The goal of the cloud service provider is to generate the profits with its user’s
gratification. The billing will be generated based on the size and time of the resources used by the end users. This strategy
used to focus on completion time of particular task and execution time in order to make more profits with high user
satisfaction.

V. LIMITATIONS
There are two players in a cloud computing environment, the service providers and the users and they both have
different end goals. The service providers want maximum resource usage to earn more revenue and the users want to
minimize their expenses while meeting their performance requirements. Therefore it is difficult to allocate resources in a
mutually beneficial way. The increase in variability and uncertainty in resources everyday cannot be solved by traditional
resource allocation which poses a difficult challenge for both parties. Many resource allocation schemes have been shared
in the development of cloud computing however the major difficulty is optimization of the resources being allocated.

CONCLUSION
Various techniques are used for ensuring optimal resource allocation in cloud computing. environments have been
surveyed and investigated both at the advanced level as well as the due to increase in the use of cloud users efficient
resource allocation has been a problem which needs and effective mechanism that will guarantee the customer satisfaction
and cost optimization for the provider. Though some substantial results have been obtained for enhancing the dynamic
resource allocation, there is scope for further betterment. Hopefully this paper will motivate future researchers to come
up with smarter and optimal ideas for allocation of resources in cloud computing.
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