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Abstract: Agricultural productivity is critically affected by fruit diseases, especially when detection and 

treatment are delayed. Traditional diagnosis methods are manual, time-consuming, and often 

inaccessible to small-scale farmers. This research presents a Smart Fruit Disease Detection and 

Fertilizer Recommendation System that leverages Convolutional Neural Networks (CNNs) for image-

based disease classification, integrated with a rule-based fertilizer recommendation engine. The system 

features a web-based interface where users can upload fruit images—specifically apples and 

pomegranates—for analysis. Upon disease detection, the system provides tailored fertilizer suggestions, 

enhancing precision agriculture practices. Experimental evaluation on curated datasets yielded high 

classification accuracy (~91% for apples, ~88% for pomegranates) and rapid inference times, 

demonstrating the system’s viability for real-world agricultural deployment. This dual-purpose solution 

bridges a critical gap by combining AI-powered diagnostics with actionable recommendations, 

empowering farmers and contributing to smart, sustainable farming 

 

Keywords: Fruit disease detection, Convolutional Neural Networks (CNN), image classification, 

fertilizer recommendation, smart agriculture, web-based application, precision farming, deep learning, 

apple, pomegranate 

 

I. INTRODUCTION 

Agriculture remains a fundamental pillar of global economies, especially in countries like India where it supports the 

livelihood of a large portion of the population. Among the major challenges faced by farmers today is the timely and 

accurate detection of plant diseases, which can severely impact crop yield and quality. Fruit crops such as apples and 

pomegranates are particularly susceptible to diseases caused by bacteria, fungi, and environmental stress, often leading 

to significant economic losses. 

The proposed system features a user-friendly, web-based interface where farmers can upload fruit images for analysis. 

The backend employs a trained CNN model to detect the presence and type of disease, after which the system cross-

references a fertilizer recommendation database to suggest appropriate treatments. The entire process is automated, fast, 

and designed to be accessible even to non-technical users. 

Traditional disease detection methods rely on expert inspection or lab diagnostics, which are often inaccessible, costly, 

and time-consuming for small-scale or rural farmers. Even with accurate diagnosis, farmers may lack proper guidance 

on effective, condition-specific treatments like fertilizer use. Advancements in AI, especially image processing and 

deep learning, offer a viable solution. Convolutional Neural Networks (CNNs), proven effective in visual recognition 

tasks, can be leveraged to develop a system that identifies fruit diseases through image classification and offers 

intelligent, rule-based fertilizer recommendations. 

This integrated approach addresses two major gaps in existing systems: the lack of actionable post-detection guidance 

and limited accessibility for end-users. By combining high-accuracy disease classification with practical treatment 

recommendations, the system contributes toward smarter and more sustainable agricultural practices. This paper details 

the design, implementation, and evaluation of the system, and discusses its potential impact and scalability in the 

context of modern farming. 
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II. LITERATURE SURVEY 

With the growing use of artificial intelligence in agriculture, many studies have explored automated plant disease 

detection using machine learning and image processing. Convolutional Neural Networks (CNNs) have become a 

standard approach for visual classification in plant pathology. However, most existing systems focus solely on disease 

identification and lack integrated treatment guidance, such as fertilizer recommendations. 

Bhowmik et al. (2024) proposed a Vision Transformer (ViT)-based model for Java Plum leaf disease detection, 

achieving 97.51% accuracy, but without offering post-diagnosis treatment advice [1]. Similarly, Shelar et al. (2022) and 

Kowshik et al. (2021) used CNNs for plant leaf disease detection with promising results but no actionable 

recommendations [2][3]. De Silva and Brown (2023) utilized hybrid ViTs and multispectral imaging for early detection 

but didn’t integrate decision support for farmers [4]. Shoaib et al. (2023) focused on accurate classification using deep 

learning, yet their system remained diagnostic-only [10]. 

Thorat et al. (2022) presented a TPF-CNN model that included disease detection along with fertilizer and pesticide 

recommendations, addressing real-world needs but lacking scalability and region-specific customization [6]. 

Meanwhile, systems by Palaniraj et al. (2021) and Rakshitha et al. (2023) offered fertilizer recommendations based on 

soil or weather data, but did not include disease detection, limiting their relevance where diagnosis is the priority [7][9]. 

 

Gaps in Existing Research 

Identified Gap Existing Systems Proposed Solution 

Lack of treatment 

recommendations 

Most systems only detect diseases, 

without suggesting remedies 

Integrated fertilizer recommendation 

engine 

No real-time feedback 
Delay due to offline or expert-

dependent diagnosis 

Web-based, real-time prediction and 

guidance 

Limited usability for rural 

farmers 
Complex UIs, no mobile/web interface Simple, multilingual-ready web interface 

Narrow scope of detection Focus on few crops or symptoms 
Supports multiple diseases for apple and 

pomegranate 

Static data sources 
Often no updates or dynamic data 

handling 

Cloud-ready architecture with Firebase 

and scalable backend 

Absence of disease 

tracking/alerts 

No alerting or community-level disease 

visibility 

Framework for real-time notifications and 

geo-alerts (future scope) 

 

III ALGORITHM 

The core of the proposed system is a Convolutional Neural Network (CNN)-based algorithm designed for image-based 

fruit disease detection, coupled with a rule-based fertilizer recommendation engine. The overall workflow includes 

image preprocessing, disease classification, and fertilizer suggestion generation. 

 

Algorithm: Smart Fruit Disease Detection and Fertilizer Recommendation 

Input: 

I: Uploaded image of a fruit (e.g., apple or pomegranate) 

FDB: Predefined fertilizer mapping database 

Output: 

D: Predicted disease class 

FR: Fertilizer recommendation 

A: User alert message 

Step 1: Image Upload and Validation 
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User uploads fruit image through web interface. 

Validate file type and size (.jpg, .jpeg, .png, max 16 MB). 

If invalid, return error message. 

Step 2: Image Preprocessing 

Resize image to fixed dimensions (e.g., 150×150 or 224×224 pixels). 

Normalize pixel values to range [0, 1] by dividing by 255. 

Apply optional filters for noise reduction or contrast enhancement. 

I' = PreprocessImage(I) 

Step 3: Disease Prediction using CNN 

Load pretrained CNN model. 

Pass the image through multiple convolutional, pooling, and fully connected layers. 

Use Softmax activation to classify the image into one of the trained disease categories. 

D = Argmax(Softmax(CNN(I'))) 

Step 4: Fertilizer Recommendation 

Query the fertilizer database FDB for the predicted disease D. 

Retrieve the most appropriate fertilizer treatment. 

FR = LookupFertilizer(D, FDB) 

Step 5: Generate Result and Notification 

Construct a user-facing message with disease name, confidence score, and recommended fertilizer. 

Send response to the frontend for display. Optionally, store the record in the database and trigger a push notification. 

A = CreateAlertMessage(D, FR) 

 

DisplayResult(A) 

Preprocessing: O(n)O(n)O(n), where nnn is the number of image pixels 

CNN Inference: O(d2⋅f⋅k2)O(d^2 \cdot f \cdot k^2)O(d2⋅f⋅k2), where 

ddd: input dimension 

fff: number of filters 

kkk: kernel size 

Recommendation Lookup: O(1)O(1)O(1) (using dictionary/hash map) 

Layer Type Configuration 

Input Layer 150x150x3 (or 224x224x3 RGB image) 

Conv2D + ReLU 32 filters, 3×3 kernel 

MaxPooling2D 2×2 pool size 

Conv2D + ReLU 64 filters, 3×3 kernel 

MaxPooling2D 2×2 pool size 

Flatten — 

Dense + ReLU 128 neurons 

Dropout 0.5 

Output Dense + Softmax N classes (diseases + healthy) 

 

IV. METHODOLOGY 

This section outlines the process followed to develop the deep learning model used for fruit disease detection. The 

methodology includes two main phases: Model Building and Model Training. The implementation is based on 
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Convolutional Neural Networks (CNNs), which are well-suited for image classification tasks in agricultural 

diagnostics. 

 
 

1. Model Building 

The CNN architecture was designed to classify fruit images into disease categories. The architectural choices were 

made to balance accuracy with computational efficiency, allowing for deployment on moderately powered cloud or 

local servers. 

Key components of the model: 

Input Layer: Accepts RGB images resized to either 150×150×3 or 224×224×3, depending on model version. 

Convolutional Layers: Extract features such as edges, textures, and color patterns. A stack of Conv2D layers is used 

with increasing filter counts (e.g., 32, 64, 128) and a kernel size of 3×3. 

Activation Functions: ReLU (Rectified Linear Unit) is applied after each convolution to introduce non-linearity. 

Pooling Layers:MaxPooling2D layers (2×2) reduce the dimensionality while retaining significant features, helping to 

reduce overfitting and computation. 

Flattening Layer: Transforms the 2D feature maps into a 1D vector for the dense layers. 

Fully Connected Layers (Dense):Dense layers process the flattened features and learn decision boundaries. A dropout 

layer (rate = 0.5) is used for regularization. 

Output Layer: A Dense layer with softmax activation outputs probabilities for each disease class. 

Model Training 

The model was trained using a supervised learning approach on a labeled dataset containing images of healthy and 

diseased fruits (apple and pomegranate). Training was performed on a local machine with GPU acceleration (NVIDIA 

GTX 1080) using the TensorFlow/Keras framework. 

Steps involved in model training: 

Dataset Preparation: 

Datasets were collected from public sources and manually labeled into multiple classes (e.g., Scab Apple, Rot Apple, 

Healthy, Anthracnose, Bacterial Blight, etc.). 

Data augmentation (rotation, flipping, zooming, brightness shift) was applied to enhance generalization and increase 

training diversity. 

Data Splitting: 

The dataset was split into training (80%) and validation (20%) subsets. 

Preprocessing: 

Images were resized and normalized to ensure consistency. 

Pixel values scaled to [0,1] range to accelerate training convergence. 

Loss Function and Optimizer: 

Loss Function: Categorical Cross-Entropy (since multi-class classification) 

Optimizer: Adam (Adaptive Moment Estimation) 

Learning Rate: Initialized at 0.001 with decay schedule if validation loss stagnates. 
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Training Configuration: 

Epochs: 30–50 (depending on early stopping) 

Batch Size: 32 

Callbacks: EarlyStopping, ModelCheckpoint (to save best model) 

Evaluation Metrics: 

Accuracy: Primary metric for classification performance 

Confusion Matrix & Precision-Recall: Used for class-specific evaluation 

Validation Loss Curve: Monitored for overfitting 

Model Saving: 

Best model weights were saved in .h5 format for deployment in the web backend 

Author details must not show any professional title (e.g. Managing Director), any academic title (e.g. Dr.) or any 

membership of any professional organization (e.g. Senior Member IEEE). 

 

Final Results: 

Apple model accuracy: ~91% on validation set 

Pomegranate model accuracy: ~88% on validation set 

Prediction time per image: ~2–3 seconds in real-time interface 
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V. RESULT 

To evaluate the performance of the proposed fruit disease detection and fertilizer recommendation system, extensive 

testing was conducted using curated datasets of apple and pomegranate fruit images. The CNN models were trained, 

validated, and tested on distinct data subsets to ensure generalization. 

 Experimental Setup 

Hardware: 

Intel Core i7, 16 GB RAM, NVIDIA GTX 1080 GPU 

Software: 

Python 3.8, TensorFlow 2.x, Keras, OpenCV, Flask (backend), MongoDB (database) 

Dataset: 

Publicly available images of diseased and healthy fruits, augmented for diversity 

Model Performance 

Model Validation Accuracy Test Accuracy Average Prediction Time 

Apple Disease Model 91.3% ~90% ~2.1 seconds 

Pomegranate Model 88.7% ~87% ~2.4 seconds 

 

Results Summary 

Classification Accuracy: Both models achieved high accuracy on clean and well-lit images. Predictions were 

consistent across repeated tests. 

Prediction Speed: Image classification and fertilizer recommendation were completed within 2–3 seconds, making it 

viable for real-time applications. 

Fertilizer Recommendation: The rule-based mapping engine successfully provided appropriate fertilizer suggestions 

for each detected disease, enhancing the system’s practicality. 

Error Handling: The system gracefully handled unsupported formats, large files, and missing inputs with appropriate 

alerts and fallback responses. 

Usability Testing: The web interface was deemed intuitive and user-friendly, even for individuals with minimal 

technical skills. 

Observations 

Accuracy degraded (~10–15%) when images were blurred, low-resolution, or had background clutter. 

Static fertilizer recommendations do not account for real-time weather or soil data. 

Despite these limitations, the system showed strong potential for adoption in real agricultural settings. 
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Model Validation Accuracy Test Accuracy Prediction Time (avg) 

Apple CNN Model 91.3% ~90% 2.1 seconds 

Pomegranate CNN 88.7% ~87% 2.4 seconds 

 

VI. CONCLUSION 

This research successfully demonstrates the integration of deep learning techniques with practical decision support in 

agriculture through the development of a Smart Fruit Disease Detection and Fertilizer Recommendation System. By 

employing Convolutional Neural Networks, the system achieved high classification accuracy for apple and 

pomegranate diseases, and extended its utility by offering actionable fertilizer guidance. 

The web-based platform ensures accessibility for farmers, especially in remote areas, thereby reducing their 

dependency on expert intervention for disease management. Real-time performance, modular architecture, and ease of 

use make the solution scalable and adaptable for broader AgriTech deployment. 

 

Key Contributions: 

Accurate disease detection using CNN models 

Actionable fertilizer recommendations based on diagnosis 

Real-time, user-friendly interface suitable for field use 

Scalable and extensible design with future support for additional crops and features 
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VII. FUTURE WORK 

� Expansion to Additional Crops:Future versions can support a broader range of fruits and vegetables such as mangoes, 

bananas, tomatoes, and grapes, with their respective disease datasets. 

�  Mobile Application Deployment:A cross-platform mobile application (Android/iOS) can increase accessibility, 

allowing farmers to use smartphone cameras for real-time disease detection in the field. 

�  Voice and Multilingual Support:Integrating voice assistance and support for regional languages can improve user 

interaction, especially for non-English-speaking or low-literacy users. 

�  Dynamic Fertilizer Recommendation Engine:Future iterations could incorporate weather conditions, soil health data, 

and geographic variables using APIs (e.g., OpenWeatherMap) for more personalized recommendations. 

�  Blockchain-Based Traceability:Blockchain technology can be used to track disease outbreaks regionally and ensure 

transparency in crop health data for stakeholders. 
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