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Abstract: AI is transforming our lives. In healthcare, machine learning can predict diseases, especially 

in regions with limited medical resources. Chronic kidney disease (CKD) is a major global health 

concern. We propose the utilization of machine learning models for early detection of CKD utilization 

dataset, which were collected by a team of doctors in one of the top centers of treating CKD world, we 

aim to help the patient discover the disease early and provide suitable healthcare before reach the point 

of no return of the disease. We utilized three will established and common machine learning approaches 

(logistic regress, k nearest neighbors and support vector machine ) k nearest neighbors achieved 87%, 

88% ,88% 87% and 13% accuracy, precision , recall , F1 and MAE respectively outperforming both 

support vector machine and logistic  regression 
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I. INTRODUCTION 

Chronic kidney disease [1,2,3] is considered one of the dangerous diseases that attack the patient body as it developed 

over a very long-time scale which makes early detection using usual and early tools very complex. Kidney is one the 

most essential body organs , as it is responsible for the filtering the waste and poisonous material from the body and get 

rid of the excess water from the body for keeping the balance of the body. The degeneration of the function of the 

kidney happens over very long time and the body can adapt for the lost of the some functionality of the kidney but after 

a long time the body start to lose the ability to adapt and this lead to loss of the kidney and reaching the point of the 

total kidney failure which lead to the death of the patient without the proper care lead to imminent death, proper care 

includes the using of dialysis and provide kidney transplant for recovering the function of blood filters and getting ride 

of the excess waste and water.  

Utilization machine learning [4,5,6,7] for improve human living conditions goes back to the early stages of utilizing 

computers. As machine learning is simply teaching the machine to act if it is like a human being, especially in the case 

of learning from data that is used during the training stages of the learning process.  The range of applications that 

utilize machine learning for the improvement of human life is enormous and will need a very long  discussion. We will 

focus on utilization machine learning approaches and other knowledge discovery approaches in healthcare and 

especially the utilization in the early detection of CKD 

Knowledge discovery [8,9,10] is one of the most essential functions of computers in current age. As the amount of data 

that need to be analysis and preprocessed for extracting insight and understanding is huge and giving this job for a 

human is one of the hardest tasks that can be conduct by a human being.  As a result, the utilization of different 

knowledge discovery approaches like machine learning data mining and the statistical approaches is indispensable.  

Machine learning (ML) Is considered one of the widely used approaches that is under the umbrella of the AI field. It is 

used for many applications, like for disease predication and detection of planets disease and weather predications and 

many other applications, basic idea behind machine learning is simply emulating the ability of the human being of 

learning from the data that exist in the world around human using available sources of data like sense that he has. 

Simply put, giving the machine a data source and training it for extracting useful pattern of knowledge and insights.  

Datamining [11,12] is simply put trying to extract insights from huge volumes of data using different approaches for 

preprocessing and analysis and extract knowledge from said data, the different is that It is enabling the computer to 
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work with much larger amount of data compared to machine learning. It is like the process of mining rocks to extract 

nuggets of gold from underground using similar approaches but on different raw materials. 

In this paper, we are planning to provide an approach for detection of CKD using latest approaches and providing a 

dataset in the process collected on the hands of top of the world physicians from top of the world centers for treating 

CKD. The paper is divided into introduction , related work, proposed approach of methodology, results and discussion 

and conclusion and future.  

 

Related work: 

One of the earliest conclusions that reader will reach when reading the literature on the CKD predication is that, it is 

one of the popular topics that is rich with sources of information and wealth of different approaches and application of 

machine learning and datamining approaches and other knowledge discovery approaches in this parts we will focus on 

different approaches of discovery of CKD in different stages and how to start the treatment journey early for improving 

the living conditions of the patients.  

Islam et al [13] investigated the potential of machine learning for Chronic Kidney Disease (CKD) identification. We 

employ a data-driven approach that leverages predictive modeling techniques to explore the relationships between 

various data attributes and the target class (presence/absence of CKD).Through machine learning and predictive 

analytics, we construct a collection of prediction models informed by the improved feature selection capabilities 

provided by predictive modeling. The initial dataset included 25 variables alongside the class label. Feature selection 

techniques were employed to identify the most relevant subset of parameters for CKD classification, ultimately 

resulting in a reduction of 70% of the initial features. Within a supervised learning framework, twelve different 

machine learning classifiers were evaluated. The XGBoost classifier achieved the most promising performance metrics, 

with an accuracy of 0.983, precision of 0.98, recall of 0.98, and F1-score of 0.98.These findings suggest that 

advancements in machine learning, coupled with predictive modeling, offer a compelling approach for uncovering 

novel solutions in the realm of CKD prediction. The methodology presented here has the potential for broader 

application in disease prediction beyond CKD. 

Arif [14] et al proposes a novel machine learning model for CKD prediction, incorporating a comprehensive pipeline 

that addresses common challenges in medical datasets. The model leverages various techniques to enhance its accuracy 

and generalizability: Preprocessing: The approach tackles missing values through iterative imputation. Additionally, a 

novel sequential data scaling method is introduced, combining robust scaling, z-standardization, and min-max scaling 

for improved data normalization. Feature Selection: The Boruta algorithm is employed for feature selection, ensuring 

the model focuses on the most informative features for CKD classification Model Development: The model utilizes 

machine learning algorithms to learn the underlying relationships between the selected features and the 

presence/absence of CKD The proposed model was validated on the UCI CKD dataset and achieved outstanding 

performance with 100% accuracy. This exceptional outcome highlights the effectiveness of the combined approach, 

encompassing innovative preprocessing steps, the Boruta feature selection method, the k-nearest neighbors’ algorithm, 

and hyperparameter optimization using grid-search cross-validation. 

Swain [15] et al  focuses on developing a machine learning model for predicting CKD using publicly available data. To 

ensure the model's generalizability, a comprehensive data preprocessing pipeline was implemented: Missing Value 

Imputation: Missing data points were appropriately imputed to minimize their impact on the model's performance Data 

Balancing: The SMOTE algorithm was employed to address potential class imbalances within the dataset, ensuring the 

model is trained on a more balanced representation of CKD and non-CKD cases Feature Scaling: Feature scaling was 

performed to standardize the data and improve model convergence during training. Feature Selection: A chi-squared 

test was utilized to identify a minimal set of highly correlated and informative features relevant for CKD prediction. 

This helps reduce model complexity and potentially improves generalizability. 

For model development, a stacked supervised learning approach was adopted. This involves combining multiple 

learning algorithms to leverage their individual strengths and potentially achieve better performance than any single 

model. Among the tested algorithms, Support Vector Machine (SVM) and Random Forest (RF) emerged as the most 

promising candidates, achieving low false-negative rates and high-test accuracy (SVM: 99.33%, RF: 98.67%). Notably, 
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SVM demonstrated superior performance during 10-fold cross-validation, suggesting better generalizability to unseen 

data compared to RF. 

Khan et al [16] compares various machine learning models for chronic kidney disease (CKD) prediction using the UCI 

Chronic Kidney Failure dataset. The investigation focused on accuracy, with a proposed hybrid model achieving the 

highest performance (99%) compared to XGBoost (98%), Random Forest (97%), Logistic Regression (94%), and 

AdaBoost (95%). These findings suggest the potential of ensemble methods for improved CKD prediction accuracy. 

Pal et al [17] investigated machine learning models for chronic kidney disease (CKD) prediction using a UCI dataset 

with 25 features. Logistic Regression, Decision Tree, and Support Vector Machine classifiers were compared. The 

Decision Tree achieved the highest individual accuracy (95.92%).  However, by employing a bagging ensemble 

method, the overall prediction accuracy was further improved to 97.23%. These findings highlight the potential of 

ensemble learning techniques to enhance CKD prediction accuracy compared to single machine learning models. 

Venkatesan et al [18] explores machine learning models for chronic kidney disease (CKD) classification using a public 

dataset from the UCI Irvine ML Repository (400 instances). Various algorithms were evaluated, including Support 

Vector Machine, K-Nearest Neighbors, Random Forest, Logistic Regression, Decision Tree, and XGBoost. 

Performance was measured using accuracy, recall, precision, and F1-measure. XGBoost achieved the highest accuracy 

(98.00%), suggesting its potential for improved CKD prediction compared to other tested algorithms. This model could 

be valuable for policymakers to forecast CKD patterns in populations, enabling earlier detection, risk assessment, and 

improved resource allocation for patient-centered management. 

Sawhney et al [19] proposes a Deep Neural Network (DNN) using a Multi-Layer Perceptron (MLP) classifier for 

chronic kidney disease (CKD) diagnosis. Trained on data from 400 patients encompassing various factors like age and 

blood cell counts, the model achieved perfect accuracy in classifying CKD.The research aims to introduce Deep 

Learning approaches for analyzing medical data and achieving accurate CKD detection. The key contribution is a DNN 

model reaching 100% accuracy, potentially surpassing traditional machine learning methods. The paper offers a 

detailed explanation of the MLP classifier built with PyTorch, highlighting the advantages of neural networks for CKD 

classification. These advantages include handling non-linear data complexities and facilitating independent learning 

through the network's layered structure. 

Saif  et al [20] explores three deep learning models for predicting chronic kidney disease (CKD) onset 6 or 12 months 

in advance. These models include a Convolutional Neural Network (CNN), a Long Short-Term Memory (LSTM) 

model, and a Deep Ensemble model. The Deep Ensemble approach combines the predictions of the CNN, LSTM, and 

LSTM-BLSTM models using majority voting. Evaluated on two public datasets, the Deep Ensemble model emerged as 

the superior performer, achieving impressive accuracy (0.993 for 6-month prediction and 0.992 for 12-month 

prediction). This suggests the potential of deep ensemble learning for earlier and potentially more accurate CKD 

prediction compared to individual deep learning models. 

Shukla et al [21] emphasizes the importance of early chronic kidney disease (CKD) detection for improved patient 

outcomes. It explores the potential of Machine Learning (ML) techniques in achieving this goal. The paper examines 

various supervised learning algorithms, including K-Nearest Neighbors (KNN), Decision Tree, and Artificial Neural 

Networks (ANN), for CKD prediction using past medical data. Among these, Decision Tree emerged as the most 

promising, achieving an accuracy of 98.60%. Furthermore, the review discusses the role of specific attributes in CKD 

detection, acknowledging the influence of individual factors on disease progression. It highlights the ongoing research 

efforts to identify the optimal combination of ML techniques and relevant attributes for the most accurate CKD 

prediction. 

Srivastav et al [22] investigates machine learning models for chronic kidney disease (CKD) prognosis.  Given the 

increasing use of machine learning for disease prediction, the research addresses potential data quality issues like 

inaccuracies in medical records. Focusing on a UCI Machine Learning repository dataset with 25 features, the study 

compares Logistic Regression (LR), Decision Tree (DT), Random Forest (RF), and Naive Bayes classifiers.  

Performance is evaluated using the dataset's two classes (healthy/diseased). Random Forest emerged as the most 

effective model, achieving an average accuracy of 89.75%. 
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Alsekait et al [23] proposes a novel ensemble deep learning (DL) approach for chronic kidney disease (CKD) detection. 

The approach incorporates multiple feature selection methods to identify the most relevant features for accurate 

prediction. Additionally, it integrates pre-trained DL models with a Support Vector Machine (SVM) as a meta-learner 

for improved performance. Experiments using a dataset of 400 patients from the UCI machine learning repository 

demonstrated the effectiveness of the proposed model compared to other methods. Notably, the model achieved the 

highest performance when using features selected through the "mutual_info_classif" method. These findings suggest 

that ensemble DL approaches combined with feature selection offer a promising avenue for enhanced CKD detection 

accuracy. This highlights the potential for improved disease prediction by leveraging both the power of deep learning 

and the interpretability of feature selection techniques. 

Arumugham et al [24] proposes a deep learning model using Deep Neural Networks (DNNs) with an adaptive moment 

estimation optimizer for early chronic kidney disease (CKD) detection. Recognizing the importance of interpretability 

in healthcare applications, the research integrates a Local Interpretable Model-Agnostic Explainer (LIME) to explain 

the DNN's predictions. The model, trained on patient data using a five-layer DNN with three hidden layers, achieved an 

accuracy of 98.75% and an ROC AUC score of 98.86% on unseen data for CKD risk detection. LIME explanations 

revealed the influence of individual features on the model's predictions. This interpretability, combined with high 

accuracy, suggests the proposed system could be a valuable tool for medical professionals in facilitating early CKD 

diagnosis. 

 

II. PROPOSED APPROACH 

Dataset  

Our dataset consists of up to 100 different cases, each case consists of up to three different features, the label of each 

data entry is simply the function of the kidney normal or impaired. Impaired means the patient suffers from CKD. 

The data is divided into two equal classes. Each class has 50 cases which is fine but may introduce overfitting problems 

that may be needed to treat. Three features are serum creatinine, kidney size and echogenicity. They have different sets 

of values. All data is categorical and need to be encoded into numbers for modeling phase. Serum creatinine has a wide 

range of float number values, kidney size ranges from small , normal and enlarged , and the echogenicity ranged from 

normal, grade 1, grade 2 and grade 3.  

In the next table and figure we show the distribution of the features and class in the renal function dataset. 

Table 1 present the distribution of classes in the renal function dataset 

Feature Measurement  Value 

Serum Creatinine μmol/L 06 to 6.5 

Kidney Size  normal 50%  

small 37% 

other  5% 

Echogenicity normal 50% 

Grade 2 29% 

other 21% 

Renal Function  Normal  50% 

Impaired  50% 
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Figure 1 presents the distribution of classes in renal function dataset 

 

Other existing datasets 

Chronic Kidney Disease[25] 

This dataset dates to 2015 and it was collected for two months. It contains up to 400 records and each has up to 24 

different features. It suffers from some missing values which hinder and impact the  performance and accuracy of the 

model. 

 

Risk Factor Prediction of Chronic Kidney Disease [26] 

It was collected last year in Bangladesh, and it was containing up to  200 records and has up to 28 features each. It 

contains no missing value which helps improve the accuracy of the model much better compared to a dataset with 

missing values. 

Table 2 contain a comparison between our dataset and other dataset in the field 

Dataset name # Records  # Features  Missing values 

Chronic Kidney Disease 400 24 yes 

Risk Factor Prediction of Chronic Kidney 

Disease 

200 28 No  

Our dataset 100 3 No  

 

Evaluation Metrics 

Measuring the performance is usually done by comparing between the output of the model with the actual label in the 

dataset itself. This shows different aspects and view of the overall performance of the model and help us ensuring the 

validity and viability of the model itself [36-53]. 

 

Confusion matrix [27]  

It is simply a 2 by 2 matrix that contains the number of true positive (#TP)   and false negative  (#FN).  and the number 

of false positive  (#FP)   and the number of true negative  (#TN). The first column focusses on the positive and second 

focuses on the negative. The first diagonal contains all true positive and negative and the second diagonal contains all 
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false positive and negatives. In the following table we express the disputation of the cases between positive and 

negative and between true and false 

Table 3 contains the distribution and number positive and negative cases in the dataset 

# TP #FN 

#FP #TN 

 

Accuracy [28] 

Is one of the most used approaches for evaluating classification or predication accuracy. It is simply calculated by 

calculating the total sum of all true positive and true negative on the total number of both true and false positive and 

negative and can be calculated from the following equation  

 

 

 

(1) 

 

Precision [29] 

Focuses mainly on the positive cases in the classification which is simply can be calculated using by dividing True 

positive by the sum of the true positive and false positive and can be express in equation 2 . in some other field of 

science rather than computer science and machine learning it is called positive predictive.  

  

 

 

(2) 

 

 

Recall [29] 

It focuses mainly on the classification of positive as positive. It measures the accuracy of accurately classifying positive 

cases as positive and in other fields it may be called sensitivity  and can be calculated using equation 3. 

 

 

(3) 

 

F1-measure [29] 

It simply combined precision and recall into one metric. Simply put, it is the harmonic mean of both precision and 

recall . it is widely used but, in some cases, it is not useful in cases of imbalanced datasets. Can be calculated from 

equation 4. 

 

 

(4) 

 

 

Mean absolute error [30] 

One of most widely used evaluation metrics in machine learning is the average of norm 2 normalization.  And it can be 

calculated from the following equation 5   

 

 

(5) 

 

 Where x = ( 1 , 2 , 3 , 4 , 5 …. n) and  represent the model predication. 
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Proposed approach 

In our initial study on the renal function dataset were focus on utilizing appropriate machine learning algorithms, we 

did not consider deep learning approaches as they are more appropriate with huge amount of data which is not available 

in current dataset, we focus on using well established and common machine learning algorithms like logistic regression 

and k nearest neighbors and support vector machine.   

Logistic Regression [31] 

it is simply one of the most powerful and simplest approach for machine learning algorithms. It is under the group of 

supervised machine learning algorithms. It uses mathematics for the calculation of the relation between two data 

factors. After understanding this relation between them. It can predict the existence of one data factor given the other. It 

is mostly binary predicator   

K Nearest Neighbors [32]  

It is one of the most widely used machine learning algorithms and it fails under the group supervised machine learning 

algorithm. It and be used in both classification and regression. It is powerful yet very easy to implement. It uses the 

distance between a new point and an existing grouping of points.  

Support vector machine [33]  

It is a supervised machine learning algorithm that is used in classification and regression. It is simple and based on the 

boundaries between data points give a specific class or label. Utilizing data transformation and hyperplane to find the 

boundary between data points even in cases that it does not exist easily  

 

III. RESULTS AND DISCUSSION 

we applied the three machine learning algorithms without any preprocessing rather than analysis of the data and 

exploring the existence of the missing data points, which does not exist in our dataset as we have mentioned before. The 

results come as follows logistic  regression achieved 80% , 86%, 75%, 80%,20% accuracy, precision , recall , F1 and 

MAE respectively, and K nearest neighbors achieved 87%, 88% ,88% 87% and 13% accuracy, precision , recall , F1 

and MAE respectively, and finally Support vector machine achieved 80% , 86%, 75%, 80%,20%  accuracy, precision , 

recall , F1 and MAE respectively. In the end k-neighbors achieve the highest accuracy and performance both logistic 

regression and support vectors machine. The results of the three models are summarized  in table 4.  

Table 4 showing the algorithms and their results using diverse set of metrics 

Model  Accuracy Precision Recall F1 MAE 

Logestic regression  80% 86% 75% 80% 20% 

K nearest neighbors  87% 88% 88% 87% 13% 

Support vector machine  80% 86% 75% 80% 20% 

 

In figures 2 and 3 we express the confusion matrix of the logistic regression during the training and testing phase, in 

figure 4 and 5 we show the results of the confusion matrix of both k nearest neighbors in both training and testing 

phase. And finally in figure 6 and 7 we shows the confusion matrix of training and testing of support vector machine. 
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Figure 3 training phase of Logestic regression  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 training phase of support vector machine   Figure 7 testing phase of support vector machine 

 

Figure 2 testing  phase of Logestic regression 

Figure 4 training phase of k-nearest neighbors  Figure 5 testing phase of k-nearest neighbors 
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IV. CONCLUSION AND FUTURE WORK 

We applied conventional machine learning algorithms which are suite for limited number of records and tabular data. 

We ignored deep learning approaches as it is limited functionality in case of limited number of records in tabular data. 

It records thousands or hundreds of thousands of records to reach optimal performance our proposed approach achieved 

good results on renal function dataset. which is promising and is the first step toward further study and understanding of 

the data as corner stone for building other applications based on the dataset like expert system or remote medicine 

applications.  

We further suggest the applications of some sampling approaches for increasing the number of samples in the dataset 

like generative adversial network (GAN) [34] or smote [35] ,. Which utilizing the existing the distribution of data and 

does not suffer from over fitting which can affect other approach like random copy and pasting of existing data to 

increase the distribution of specific class or all classes in the dataset like in our case. We suggest also as a part of a 

complete set of future work increasing the number of machine learning approaches to get a wide understanding of 

existing datasets. 
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