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Abstract: The advancements in generative artificial intelligence (AI) and deep learning have 

transformed 3D modeling, opening up 3D printing to people who have never used computer-aided 

design (CAD) tools like Blender, AutoCAD, or SolidWorks. In order to eliminate the necessity for 

manual 3D modeling, this study investigates the creation of an AI-driven system that can automatically 

produce stereolithography (STL) files from natural language descriptions. The suggested approach 

combines audio-to-image production with text-to-3D conversion, enabling users to supply audio inputs 

that are transformed into 2D graphics. Then, utilizing sophisticated 2D-to-3D conversion models, these 

produced images are converted into 3D-printable STL files. Based on user-specified characteristics 

including shape, size, and functionality, the system creates 3D models using diffusion models, deep 

learning algorithms, and Natural Language Processing (NLP). Iterative refinement is made possible via 

an interactive feedback loop, which guarantees model fidelity prior to the final STL creation. This study 

also emphasizes the drawbacks of AI-driven 3D model creation, such as the lack of datasets, 

computational difficulty, and structural errors. This study offers a strong framework for democratizing 

3D printing, lowering dependency on sophisticated CAD software, and enabling users to turn their 

concepts into actual items with little technical know-how by combining audio-to-image and 2D-to-3D 

conversion techniques. 
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I. INTRODUCTION 

3D modeling and additive manufacturing have undergone tremendous change as a result of the quick developments in 

generative AI and deep learning. Traditionally, non-technical people, small businesses, and hobbyists were unable to 

create 3D models for uses like industrial prototyping, virtual simulations, and 3D printing because it required 

specialized knowledge of Computer-Aided Design (CAD) software like Blender, SolidWorks, and AutoCAD. 

However, by utilizing generative AI models to enable audio-to-image (2D), text-to-3D, and 2D-to-3D conversion, AI-

driven automation has surfaced as a viable way to close this gap. 

By enabling the creation of 2D visual representations from audio data, audio-to-image generation enables users to 

describe their desired object using sound input.  By efficiently converting auditory signals into visuals, models like 

Align, Adapt and Inject or auditory-Guided Diffusion Models lessen the need for textual descriptions alone.  

Additionally, 2D-to-3D conversion speeds up the process of going from concept to prototype by using created 2D 

pictures to create 3D-printable STL files.  Well-known models like Shape-E, ControlNet, and DALL·E assists in 

converting visual or textual inputs into exact 3D geometries, guaranteeing structural viability and accuracy. 

In this study, the combination of AI-powered audio-to-image, text-to-3D, and 2D-to-3D model synthesis for STL file 

production in 3D printing is investigated. It examines the current methods, points out drawbacks such as a lack of 

datasets, printability issues, structural errors, and computing inefficiencies, and suggests future lines of inquiry to 

improve the scalability and usefulness of AI-powered 3D printing solutions. When combined with generative models, 
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automatic feedback systems have the potential to transform design automation and quick prototyping, opening up 3D 

printing to a larger market. 

 

II. LITERATURE REVIEW 

The study by Kuqi, A. et. al. [1], investigates the possibilities of the Generative Algorithm for 3D Printing (GAP), 

which optimizes the process by utilizing performance measurements, Generative Adversarial Networks (GANs), and 

real-time feedback. In terms of accuracy, strength, speed, stability, and layer adhesion, it is contrasted with fused 

deposition modeling (FDM). However, the results' practical reliability is yet unknown because they are purely 

simulation-based rather than grounded on actual experiments. Additionally, the study only looks at FDM, ignoring 

alternative 3D printing methods, and it emphasizes how much processing power is needed to run GAP efficiently. 

Furthermore, the review only discusses a limited number of materials and does not address the commercial viability of 

GAP, which leaves significant questions regarding its practical implications unresolved. 

In order to ensure that the models produced by AI are not only visually appealing but also structurally solid and 

practical, this study by Faruqi, F et. al. [2] examines how AI might be enhanced for 3D generative design by including 

real-world manufacturing restrictions.  While material attributes, simulations, and geometric restrictions are combined 

to increase the reliability of AI-generated designs, tools such as Style2Fab aid in striking a balance between 

customisation and integrity.  Additionally, AI-driven feedback opens up the design process to those without specialized 

knowledge.  However, there is no practical testing to verify the study's efficacy because it is entirely theoretical.  

Furthermore, AI currently has trouble telling the difference between practical structures and decorative embellishments.   

Through an analysis of current research, AI models such as Natural Language Processing (NLP), Large Language 

Models (LLMs), and GANs, as well as a variety of integration tools, this study by Westphal, E., and Seitz, H. [3] 

investigates how Generative AI (GAI) might revolutionize additive manufacturing. It examines real-world uses such as 

chatbots driven by AI, text-to-image design creation, and text-to-3D synthesis while assessing GAI's advantages, 

disadvantages, and prospects for the future in the sector. However, low resolution, inaccurate designs, and a lack of 

datasets are still problems, and many people find it challenging to access and use these technologies efficiently because 

of their high computing requirements. 

In order to determine how well AI-generated formulations stack up against those made by human specialists, this study 

by Elbadawi, M. et. al. [4] investigates the potential of AI in the development of novel pharmaceutical formulations for 

FDM 3D printing.  By adjusting variables like learning rate, batch size, and hidden layers, it also evaluates various 

conditional GAN designs to see how they affect performance.  Only four AI-generated formulations were really 

constructed, despite the fact that several were tested experimentally, making it challenging to draw generalizations.  

Additionally, there were only 1,437 formulations in the training dataset, which may have limited the AI's capacity for 

learning.  

This study by Živković, M., Žujović, M., and  Milošević, J. [5] examines how artificial intelligence (AI) technologies, 

such as computer vision, artificial neural networks (ANN), deep learning (DL), and machine learning (ML), are 

influencing 3D-printed architecture by enhancing material efficiency, quality assurance, and real-time design. It 

emphasizes how AI can improve structural integrity, ensure geometric precision, and optimize material distribution. 

Although the promise is encouraging, the majority of AI models have only been evaluated in controlled settings, raising 

concerns about their adaptability in the real-world. Furthermore, a major obstacle in large-scale building and 

architectural design is how AI manages complex geometries, which is not covered in the paper. 

This study by Marino, S. O. [6] investigates how 3D-printed drones' structural performance might be improved by AI-

driven generative design with Fusion 360. Using finite element analysis (FEA), it assesses the strength and endurance 

of AI-generated UAV frames by contrasting them with conventional quadcopter designs. Furthermore, some of the AI-

generated designs are too complex to print well, despite their potential.  

With a focus on Text-to-3D because of its accessibility, this study by Kim, J., and Park, G. [7] examines how GAI may 

be applied in 3D design technology education by classifying tools into Text-to-3D, Image-to-3D, and Video-to-3D.  It 

assesses these tools' accuracy, speed, usability, and scalability, highlighting both their advantages and disadvantages.  
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The study also looks at how AI affects 3D printing's viability, design complexity, and material efficiency. Furthermore, 

a lot of these models still require manual modifications to address computational constraints or structural flaws. 

In order to produce more effective and optimal designs, this study by Hyunjin, C. [8] investigates how artificial 

intelligence is changing the manufacturing design process through the use of deep learning and cloud computing. It 

emphasizes how AI can automate processes like design creation, material selection, and performance forecasting, 

increasing production's cost-effectiveness and flexibility to meet demand. But, it doesn't handle important issues like 

optimizing structures, using various materials, or fixing faults, and it fails to validate AI-generated 3D printers through 

real-world testing.  

A technique for transforming GCode data into 3D models, particularly for FDM printers, is investigated in the study by 

Baumann et al. [9]. A StereoLithography (STL) file is created when the GCode instructions are analyzed, the extrusion 

process is simulated, and a point cloud is produced. The approach is available as a RESTful Web API and is built in 

Python using open-source technologies like Matplotlib and OpenCV. It does, however, have several drawbacks, 

including reliance on high-quality GCode and difficulties with internal structures, size restrictions, and mechanical 

errors. The work offers a strong basis for enhancing 3D model reconstruction from GCode in spite of these difficulties. 

The study by Dehouche, N., and Dehouche, K. [10] examines Stable Diffusion prompts by utilizing 72,980 Lexica 

samples, dividing them into tokens using Bidirectional Encoder Representations from Transformers (BERT) Tokenizer, 

extracting themes using Generative Pre-trained Transformers (GPT-3), and categorizing them appropriately. AI's 

shallow understanding of art, pedagogical hazards, and loss of creative intentionality are some of its drawbacks, despite 

its potential for art education. Its integration is made more difficult by economic ramifications, legal issues, and 

technical constraints. In art education, the study highlights striking a balance between the advantages of AI and human 

creativity as well as ethical issues. 

The study, by Huang, Z. et. al. [11], on Stable Point-Aware Reconstruction of 3D Objects (SPAR3D) reconstructs 3D 

models from single photos using a two-step process. The meshing stage involves applying physically-based rendering 

materials after point sampling creates point clouds. While interactive editing tools allow users to address artifacts and 

adjust meshes, diffusion models employ distribution learning to improve output quality. By using brute-force alignment 

in conjunction with Iterative Closest Point refinement for accurate comparisons with ground truth data, the model 

guarantees correct reconstruction. Notwithstanding its advantages, SPAR3D faces difficulties including point cloud 

artifacts, inconsistent material decomposition, denoising limitations, and scalability issues in unsupervised learning 

environments.  

The study by Shankar, K. et. al. [12] looks at how generative AI technologies are revolutionizing product engineering 

and design by facilitating improved workflows, more creativity, and streamlined procedures. It draws attention to AI 

methods that are essential for structural analysis, material selection, and prototyping, including machine learning, 

GANs, diffusion models, and neural networks. The paper describes techniques that aid in automating and improving 

product development, such as CAD system integration, AI-assisted simulations, and data-driven design optimization. 

Notwithstanding these developments, there are still issues, such as high processing costs, AI's lack of creativity, 

reliance on massive datasets, and integration hurdles. Concerns are also raised by legal and ethical issues pertaining to 

intellectual property and employment displacement.  

In order to create realistic 3D effects, the study by Philip V. Harman et. al. [13], investigates the use of machine 

learning to create depth maps from 2D photos. Models such as Decision Trees and Neural Networks assess depth with a 

promising accuracy of Root Mean-Square Error of 7.5% by examining pixel location and color. However, the model 

has trouble discriminating foreground from background, and mistakes rise in frames that are farther away from 

important ones. Additionally, it uses limited training data, which might have an impact on generalization.  

GAI has demonstrated encouraging potential in improving medical professionals' education on 3D printing by filling in 

the knowledge gap about workflows for 3D printing and Digital Imaging and Communications in Medicine (DICOM) 

to STL conversion.  According to studies, radiologists and medical students frequently find it difficult to collaborate 

effectively with 3D printing engineers due to the technical aspects of 3D model development.  It has been suggested in 

this study by S. A. Sriwastwa et. al.  [15] that using AI models like ChatGPT to deliver quick and easy-to-understand 
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instructional materials will improve understanding of 3D printing procedures.  Clinical applications are at risk, 

nevertheless, because of issues like AI hallucination, in which the model produces false or erroneous information. 

Smart Design Evolution (SDE) uses GAI and 3D printing to improve product design iterations by evaluating customer 

feedback data using LLMs.  By identifying design defects and user preferences through surveys, reviews, and service 

records, the AI model enables real-time design revisions through CAD software. The design cycle is further accelerated 

by rapid prototyping using cloud-based 3D printing.  The study by A. Ray [14] does point out two drawbacks, though: 

an excessive dependence on AI outputs that could not be feasible in practice and a failure to take material limitations 

into account when making design changes.  Notwithstanding these difficulties, SDE presents encouraging 

developments in rapid prototyping and data-driven product design. 

Using GAI and sophisticated image processing techniques, the study investigates the transformation of 2D photos into 

3D STL models.  It highlights how this technique can simplify 3D model development by allowing users to create 3D 

printable files with little to no design experience.  By turning flat photos into intricate 3D models, the method improves 

customization in healthcare, education, and manufacturing.  However, restrictions like design complexity constraints 

and data loss during conversion continue to be difficult to overcome.  This study by M. K. Sharma et. al. [16] helps to 

reduce dependency on CAD software and make 3D printing more readily accessible and user-friendly. 

The study by M. Żelaszczyk et. al. [17] looks into cross-modal representation learning that utilizes Variational 

Autoencoders (VAEs) to transform auditory input into visual 2D graphics.  In order to strike a balance between 

consistency and variation in the generated images, the authors concentrate on training VAEs in an adversarial 

framework.  The scientists hope to create more realistic and significant images from audio input by modifying the 

reconstruction loss while maintaining important characteristics for precise image categorization.  This approach fits 

with the increasing demand for multimodal generative models and shows promise for applications such as audio-guided 

image design, content generation, and data visualization.  Nonetheless, there are still issues in guaranteeing 

interpretability and visual coherence from various audio inputs. 

The Align, Adapt, and Inject framework is presented in this research by Y. Yang et. al. [18]. It uses diffusion models to 

generate, edit, and stylize images based on audio inputs.  This method, in contrast to conventional text-based generative 

models, aligns visual features with contextual information extracted from audio to produce more realistic and accurate 

image outputs. The findings of the experiment demonstrate that voice instruction greatly improves the quality of image 

production. The method's ability to generate audio-to-images in a totally autonomous manner is limited by its continued 

reliance on pre-trained text-to-image models.  Furthermore, complicated audio situations with background noise or 

unclear sound cues may have an impact on the generated images' accuracy.   

The research by P. Zhao et. al. [19] investigates audio-to-image synthesis with a Semantic Consistency Audio-to-Image 

Generative Adversarial Network (SCAIGAN), that extracts high-dimensional audio data to produce visually clear and 

diversified images. Self-modulation batch normalization for better image quality, a projection mechanism for cross-

modal supervision, and a self-attention method for feature extraction are some of the main contributions.  Without a 

large amount of training data, the model is still unable to produce images that are contextually accurate or extremely 

detailed. 

 

III. RESEARCH GAPS AND LIMITATIONS 

Theoretical Gaps and Practical Implementation Challenges 

Numerous studies offered contradictory results or unsolved problems. Although Kuqi, A. et al. [1] showed encouraging 

results for GAP, there was no practical testing, therefore it's unclear if this technology will be useful in the actual world. 

Faruqi, F. et al. [2] demonstrated how AI could strike a balance between structural integrity and design modification, 

but they were unable to address the conflict between distinguishing between decorative and practical features. Similar 

concerns with practical usability were raised by Westphal, E., and Seitz, H. [3] when they considered Generative AI 

(GAI) applications but did not offer compelling empirical support. Generalization is challenging since Elbadawi, M. et 

al. [4] only looked at a small dataset when they investigated AI-driven pharmaceutical formulations; they did not look 

into wider practical ramifications. Additionally, the role of AI in 3D printing for architecture and drones was examined 
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by Živković, M. et al. [5] and Marino, S. O. [6], respectively. However, these studies left open issues like scalability, 

material adaptation, and large-scale application in actual industrial settings. 

 

Technical Constraints and Computational Limitations 

Many of the research ran into serious problems that prevented them from being used in practice. GAP's practical 

efficacy was not confirmed because Kuqi, A. et al. [1] only used simulation-based testing without verifying it in real-

world situations. The high processing power needed for real-time design generation was not addressed by Faruqi, F. et 

al. [2], which restricts accessibility for small-scale manufacturing. Due to computational resource constraints, Elbadawi, 

M. et al. [4] were unable to scale for smaller pharmaceutical teams. AI-driven UAV designs were investigated by 

Marino, S. O. [6], but they failed to take into consideration real-world aerodynamic and large-scale deployment 

constraints. Limited model generalization was the outcome of difficulties with training datasets and creative control 

faced by Dehouche, N. et al. [10] and Harman, P. V. et al. [13]. The real-world implementation of studies like Huang, 

Z. et al. [11] and Baumann et al. [9] was limited by computational and scalability issues. 

 

Generalization and Scalability Challenges 

The study by Shankar, K. et al. [12] and Philip V. Harman et al. [13] highlighted the significance of AI in simplifying 

product design, but because of its high data dependency and computing limitations, it did not address large-scale 

industrial application. Research like Huang, Z. et al. [11] and Dehouche, N. et al. [10] examined AI in innovative 

applications, but they lacked workable answers to deal with generalization across several use cases and processing 

costs. Additionally, Huang, Z. et al.'s [11] Align, Adapt, and Inject (AAI) frameworks were not verified in industrial 

settings, which limited their applicability. Furthermore, there is a lot of space for further research because the studies by 

Kim, J. et al. [7] and Hyunjin, C. [8] failed to tackle difficulties in mechanical fault-tolerance or large-scale production. 

 

IV. CRITICAL ANALYSIS AND DISCUSSION 

Key Strengths and Underlying Limitations in Existing Literature 

The corpus of current research shows notable advancements in the use of AI in 3D printing across a range of fields. 

With their innovative use of Generative Algorithms for 3D Printing (GAP), Kuqi, A. et al. [1] demonstrated a great deal 

of promise for real-time feedback and performance optimization via GANs. The study's only dependence on Fused 

Deposition Modeling (FDM) and simulated testing, without any real-world implementation, is a significant flaw that 

restricts its practical usefulness. Similar to this, Faruqi, F. et al. [2] stressed the significance of structural integrity in AI-

generated designs, but they neglected to take into consideration the viability of large-scale manufacturing, which 

reduces the designs' industrial scalability.  

Although the work by Westphal, E. and Seitz, H. [3] gave a thorough knowledge of the potential of generative AI in 

additive manufacturing, it lacked empirical support for its assertions, which diminished its applicability in the real 

world. Although Elbadawi, M. et al. [4] showed the promise of AI in pharmaceutical formulations for 3D printing, the 

model's generalizability was limited by the comparatively small training dataset of just 1,437 samples. Similarly, 

Živković, M. et. al. [5] and Marino, S. O. [6] presented potential AI applications in architectural design and UAV 

manufacture, respectively. However, neither study tested these models on a broad scale, limiting their practical 

relevance. 

The use of sophisticated models like Style2Fab (by Faruqi, F. as al. [2]) and cross-modal models (by Huang, Z. et al. 

[11]), which can greatly decrease human involvement in design processes, is another important strength observed in the 

research. However, these methods' shortcomings, which hinder their smooth integration into industries, include 

significant computing costs and a disregard for material flexibility. Furthermore, neither Baumann et al. [9] nor 

Dehouche, N. et al. [10] addressed the practical scalability or generalizability of their models, instead concentrating on 

technological innovations such as GCode data conversion and Stable Diffusion prompting. 
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Significant Contributions and Impact on Advancing 3D Printing Research

The literature as a whole has significantly advanced a number of 3D printing applications utilizing artificial 

intelligence. Significant progress in performance

laying the groundwork for quicker and more effective 3D printing procedures. By incorporating AI

into the design process, Faruqi, F. et al. [2] improved user accessibility and design cu

lacking empirical support, Westphal, E. et al. [3] offered a more comprehensive view of how generative AI can change 

the additive manufacturing scene. 

Through AI-guided formulations, Elbadawi, M. et al. [4] enhanced pharmace

contributions, creating new opportunities for personalized treatment. By offering creative design automation 

techniques, Živković, M. et al. [5] and Marino, S. O. [6] extended the use of AI in architecture and UAV desi

order to improve print accuracy, Baumann et al. [9] presented innovative techniques for transforming GCode data into 

printable 3D models. Huang, Z. et al. [11] and Dehouche, N. et al. [10] laid the groundwork for future multimodal 

workflows by integrating visual AI into material simulation and generative design representation.

Furthermore, by enhancing depth estimation from 2D photos, Harman, P. V. et al. [13] made a noteworthy contribution 

that has the potential to transform text-to-3D conversions i

real-world production, Kim, J. et al. [7] and Hyunjin, C. [8] additionally contributed to significant strides in increasing 

accessibility to AI-based 3D design instruction. Shankar, K. et al. [1

implementation by using AI to bridge the gap between design complexity and quick prototyping.
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Impact on Advancing 3D Printing Research 
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techniques, Živković, M. et al. [5] and Marino, S. O. [6] extended the use of AI in architecture and UAV desi

order to improve print accuracy, Baumann et al. [9] presented innovative techniques for transforming GCode data into 
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rating visual AI into material simulation and generative design representation. 

Furthermore, by enhancing depth estimation from 2D photos, Harman, P. V. et al. [13] made a noteworthy contribution 

3D conversions in 3D printing. Although they did not address the viability of 

world production, Kim, J. et al. [7] and Hyunjin, C. [8] additionally contributed to significant strides in increasing 

based 3D design instruction. Shankar, K. et al. [12] helped close the gap in substantial industrial 

implementation by using AI to bridge the gap between design complexity and quick prototyping. 
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Modular Workflow Explanation 

Fig. 1 shows the modular structure of the proposed system. Three interconnected modules make up the system, each of 

which has a specific purpose in enabling smooth 3D model creation from text or audio input. This modular 

architecture's main goals are to remove the need for complicated CAD tools, limit human participation, and offer a 

highly adaptable user experience.  

The first module employs generative AI models to generate images depending on voice or text input from the user. A 

feedback loop is incorporated into this module to guarantee that the output image meets user expectations. After the 

image is pleased, it moves on to the second module, which manages the conversion from 2D to 3D and scales the model 

to the user-specified dimensions. After that, the third module transforms the 3D model into an STL file format, 

providing users with the convenience of local download and cloud storage options. 

A detailed module-wise explanation of the system is provided below: 

 

Module 1: Generative AI-Based Image Generation 

The first step in the process is the user's text or voice input, in which they describe the desired 3D model in writing or 

by audio.  An initial 2D image of the desired object is created by processing the data using a Generative AI Model 

(such a Diffusion Model or GAN).  The user is shown the image to get their input.  A feedback loop enables the user to 

improve the input or renew the image if they're not happy. 

Research Gap Addressed: By enabling users to create model designs using audio or natural language input, this module 

enhances accessibility and lessens dependency on manual design. 

 

Module 2: 2D to 3D Model Conversion 

Once the user is satisfied with the generated image, a 2D to 3D Conversion Module receives the output image file. This 

module transforms the 2D image into a scalable 3D model using an Image-to-3D model or Multi-modal Transformer. 

After that, the system asks the user to provide dimensions (height, width, length, etc.) so that the 3D model can be 

customized. A scaled 3D model is then created by modifying the dimensions appropriately. 

Research Gap Addressed: The absence of dimensional control in current models is addressed by this module, which 

also increases the created models' scalability. 

 

Module 3: 3D STL File Export and Cloud Save 

In the last stage, the 3D model is exported into an STL file format, which is frequently used for 3D printing.  For future 

access, the user has the option of cloud save (external server storage) or local storage (download to device).  User input 

is also gathered to improve model generation in the future. 

Research Gap Addressed: This module addresses the issue of existing systems' limited storage alternatives and 

improves accessibility by introducing a cloud-storage pipeline. 

 

VI. CONCLUSION AND FUTURE DIRECTIONS 

The thorough analysis of the literature demonstrates the noteworthy advancements made in using Generative AI 

(GenAI) to improve 3D printing in a variety of fields, such as architectural modeling, product design, pharmaceutical 

formulations, and unmanned aerial vehicle manufacture. Numerous research, including Faruqi, F. et al. [2] and Kuqi, A. 

et al. [1], showed the encouraging potential of AI-driven design modification and GAN-based 3D printing models. 

Likewise, the research conducted by Westphal, E. et al. [3] and Elbadawi, M. et al. [4] offered significant perspectives 

on the incorporation of artificial intelligence in pharmaceutical and industrial settings. However, because of their high 

computational costs, lack of real-world testing, and strong reliance on simulated environments, the research shows a 

significant gap in these models' practical applicability. 

Furthermore, research such as Živković, M. et al. [5] and Marino, S. O. [6] demonstrated strong architectural and UAV 

design automation capabilities, but their industrial scalability was limited because they did not address the possibility of 

large-scale manufacture. 
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This study highlights a fundamental observation: research is fragmented, with several papers investigating AI-driven 

3D printing in discrete situations without demonstrating cross-domain applicability. For example, Huang, Z. et al. [11] 

and Baumann et al. [9] investigated technical conversion techniques and visual representation for 3D printing, but they 

failed to incorporate these features into realistic production workflows. Similar to this, research by Dehouche, N. et al. 

[10] and Harman, P. V. et al. [13] focused on generative design using textual and 2D visual inputs, but they were 

neither scalable or useful for real-world implementation. This fragmented approach has hindered the development of a 

unified, viable AI-powered 3D printing infrastructure. 

 

Implications for Future Research 

The results highlight the urgent need for more study to show that AI-driven 3D printing models are feasible in real-

world settings and to go beyond simulated scenarios. More precisely, the performance of Generative AI models such as 

GANs, diffusion models, and multimodal networks must be validated through extensive testing on industrial-grade 

printers. Furthermore, overcoming computational constraints with lighter and more efficient architectures would make 

AI-driven 3D printing more accessible to small and medium-sized businesses. 

Since current research is still divided into several sectors, investigating cross-domain applications of generative AI is 

another important future area. The design-to-production process could be greatly streamlined by integrating visual 

representation models, such as those investigated by Huang, Z. et al. [11], with industrial design workflows. Similar to 

this, combining useful GCode production (as proven by Baumann et al. [9]) with text-to-3D synthesis (as shown by 

Westphal, E. et al. [3]) may create new opportunities for scale 3D printing and quick prototyping. Furthermore, in order 

to minimize material waste and lower production costs, future research should investigate the creation of hybrid models 

that may optimize both design and material consumption. 
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