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Abstract: The importance of early detection of brain tumors is paramount. Brain tumors are graded by 

biopsy, which can be done only by definitive brain surgery computational intelligence-based methods 

may assist doctors in detecting and classifying brain tumors. In this study, we considered two deep 

learning techniques and multiple machine learning solutions for diagnosing four kinds of tumor, i.e,  

glioma, meningioma, and pituitary gland tumor, no tumor alongside normal brains devoid of tumors with 

the help of magnetic resonance brain images in order to facilitate the doctors in early detection of the 

tumors with good accuracy. Materials and methods a database of 3264 magnetic resonance imaging 

(MRI) brain images including glioma, meningioma, pituitary gland, no tumor and normal brains was 

utilized in this research. The data was collected from the National Institutes of Health (NIH) database. 

Initially, preprocessing and augmentation algorithms were applied to MRI brain images. Subsequently, a 

new 2d convolutional neural network (CNN) and a convolutional auto-encoder network, both previously 

trained using our assigned hyperparameters, were developed. Then CNN consists of multiple convolution 

layers, each layer in this hierarchical network has a 22-kernel function. This network consists of eight 

convolutional and four pooling layers, with batch-normalization layers applied after each convolution 

layer. The altered auto-encoder network is comprised of a convolutional auto-encoder network and a 

convolutional classifier network utilizing the final output encoder layer of the first segment, additionally, 

six machine learning methods used to classify a brain tumor.. 
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I. INTRODUCTION 

Brain tumors are considered one of the most perilous medical conditions, necessitating accurate and prompt diagnosis to 

ensure effective treatment. The process of manually examining brain scans, such as mri and ct scans, can be both time-

consuming and prone to errors due to variations in brain structures and tumor characteristics. Timely and accurate 

identification of brain tumors is crucial for improving patient outcomes, making automated and efficient diagnostic 

methods essential in modern clinical settings. 

In recent times, the field of medical imaging has been greatly influenced by the advancements in artificial intelligence 

(AI) and deep learning. Convolutional neural networks (CNN) are a specific type of deep learning model that has 

consistently shown superior performance in image analysis tasks, particularly in pattern recognition, anomaly detection, 

and medical image classification  

Their ability to learn and automatically identify useful features from unprocessed image data makes them particularly 

well-suited for complex tasks like detecting brain tumors. This research focuses on utilizing convolutional neural 

networks (CNN) to analyze medical images and identify brain tumors for classification and detection purposes. By 

training the cnn model on a diverse collection of brain scans, the system will be able to identify and differentiate 
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between various types of tumors with a high level of accuracy and speed. The main aim is to help healthcare 

professionals more accurately and efficiently diagnose brain tumors, decreasing the need for manual interpretation and 

facilitating quicker decision-making. The system has the potential to greatly enhance diagnostic processes by cutting 

down the analysis time and offering clinicians a dependable second opinion. By automating the detection and 

classification process, the system aims to minimize diagnostic errors and enhance decision-making in critical medical 

scenarios. Additionally, the integration of these al-based systems into clinical practice can alleviate the burden on 

radiologists and ensure consistent diagnostic outcomes across different healthcare facilities. In medical terminology, 

tumors are known as malignant or benign neoplasms, and there are more than 200 distinct types that can develop in 

humans. 

Contributions of this work 

The main points of this research are explained below: 

(1) Our networks are carried out on a large data- set of 3264 t1-weighted contrast-enhanced mri images, which are 

convenient for the training and testing phase. 

(2) The internal architecture of the modified 2d cnn and convolutional auto-encoder neural networks are adjusted in 

terms of the number of layers, how the layers are arranged next to each other, the nature of the parameters and 

hyperparameters, and their values that can be tuned to fine-tune our models to increase accuracy. 

(3) Essential features extracted are used to differentiate three categories of brain tumors and normal brains (no tumor) 

by 2d cnn, auto-encoder network, and six regular machine learning methods. 

(4) In the second CNN modified, several convolutional layers are considered, and all the layers of this hierarchical 

network have a 2º2 kernel function. This network comprises eight convolutional layers and four pooling layers. The 

model architecture consisted of multiple layers, including convolution layers and batch-normalization layers, which 

were applied sequentially. 

The auto-encoder network consists of a convolutional auto-encoder network and a convolutional network. For 

categorization based on the last layer of the first component. The encoder section comprises a convolutional layer with 

32 filters, followed by two consecutive convolutional layers with 128 filters each, and finally two consecutive 

convolutional layers with 64 filters each. The decoder section of the network includes a convolutional layer with a filter 

length of 32. Two sequential convolutional layers, each with a filter length of 64, followed by two sequential 

convolutional layers with a filter length of 128, and finally, a convolutional layer with a filter length of 128. 

The development of networks led to the achievement of best possible accuracy, ranging from 95% to 96%, and the 

receiver operating characteristic curves displayed area values of 0. 99 or 1. The evaluation of our current methods 

indicates the need for a revision, comparing them to the existing literature. 

Our structures perform better than other state-of-the-art methods for MRI data and show improved generalization. 

 

II. LITERATURE REVIEW 

The utilization of convolutional neural networks (CNN) in medical image analysis, particularly for brain tumor 

diagnosis and classification, has experienced substantial growth in recent years. This review highlights recent 

breakthroughs in research that demonstrate the increasing potential of cnns in enhancing the accuracy, speed, and 

dependability of brain tumor diagnosis through the utilization of medical imaging techniques such as mri and ct scans. 

1: Medical imaging for brain tumor detection using artificial intelligence. 

The use of deep learning, particularly convolutional neural networks (CNN), to identify brain tumors in medical images 

has been extensively studied in ongoing research. Ozturk et al. (2023) developed a comprehensive convolutional neural 

network (CNN) architecture that focused on identifying and classifying brain tumors from magnetic resonance imaging 

(MRI) images. Their investigation revealed a significant enhancement in detection accuracy compared to traditional 

methods, achieving a total accuracy of 97%. This research emphasizes the efficiency of cnns in handling extensive and 

intricate data sets frequently encountered in medical imaging. 
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Similarly, convolutional neural network (CNN) architectures for classifying brain tumors, focusing on glioma, 

meningioma, and pituitary tumors. They employed a novel hybrid model that combined convolutional neural networks 

with transfer learning techniques, enabling the model to acquire more efficient representations of tumor features even 

with limited labelled data. 

By adopting this method, the researchers were able to significantly shorten the training period while still achieving a 

high level of accuracy in classifying medical images, demonstrating the effectiveness of cnns in learning from a wide 

range of medical image datasets with limited samples. 

 

2: Data cleaning and enhancement methods. 

One of the common challenges in medical imaging is the scarcity of labelled data, which can impact the generalizability 

of cnn models. To address this issue, Wang et al. (2022) conducted a study to explore advanced data augmentation 

techniques such as rotation, scaling, flipping, and elastic deformation. These methods were employed to increase the 

variety of training samples and improve the model's resilience. These strategies enhanced the cnn's ability to generalize, 

resulting in a model that performed exceptionally well on new test data. Additionally, techniques like image 

normalization and contrast enhancement were utilized to improve the clarity of the brain scans and assist the cnn in 

distinguishing between tumor and non-tumor tissue. 

 

3. Explainability and Interpretability of CNN Models 

In spite of the CNN's accomplishments in diagnosing brain tumors, one of the primary issues with their use in clinics is 

their lack of model interpretability. Kumar et al. (2023) have solved this problem by using Explainable Al (XAI) 

techniques like Grad-CAM (Gradient-weighted Class Activation Mapping) to graphically represent the decision-making 

process of CNN models. Their work showed how XAI tools were able to offer clinicians an insight into which parts. of 

an MRI scan the model was paying attention to when classifying a tumor. This transparency is essential in establishing 

trust in Al systems and is essential for clinical adoption. Additionally, Li et al. (2023) introduced a better CNN model 

that incorporates attention mechanisms to enhance the interpretability of tumor detection. Through the identification of 

the most important regions in the scan, their model enabled more precise localization of tumors, which can assist 

clinicians in diagnosis and treatment planning. 

 

4. Multi-Modal and 3D CNNs for Detection and Segmentation of Tumors 

Emerging research has also touched on the application of multi-modal and 3D CNNs that combine other imaging 

modalities like PET and CT scans with MRI to enable precise diagnosis of brain tumors. A multi-modal CNN system by 

Cheng  (2023) used both MRI and PET scans and relied on the respective complementary advantages of each modality 

for improved detection of tumors. Their framework performed better than single-modality models, providing greater 

sensitivity and specificity in detection and classification of various brain tumor types. In a similar way, Rivaz et al. 

(2023) employed 3D CNNs to overcome the problem of segmenting tumors from MRI images. Their method, which 

extended conventional 2D CNN models to 3D space, enabled improved tumor volume capture and more precise 

delineation of tumor boundaries, enabling improved segmentation outcomes for further diagnostic and therapeutic 

decision-making. 

 

5: Integration of convolutional neural networks into medical procedures. 

The integration of CNN-based tumor detection systems into clinical workflows has been a topic of ongoing research. 

Cheng et al. (2022) focused on the practicality and effectiveness of. 

Utilizing cnn models for real-time detection of brain tumors in clinical settings. They have mentioned that cnns could 

assist radiologists in analyzing scans more accurately, reducing the time required to diagnose brain tumors, and 
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minimizing the chances of human error. This integration would be able to reduce diagnostic turnaround times 

significantly, thereby enabling faster decision-making for treatment protocols. 

CNN-based model with an AL-enabled decision support system to assist clinical radiologists in their work. The model 

was designed to provide second-opinion diagnoses by automatically suggesting probable tumor types based on the scan 

analysis, thereby enhancing the accuracy and effectiveness of clinical processes. 

 

6. Challenges and Future Directions 

 CNNs have shown tremendous potential, there are issues with their usage for brain tumor diagnosis. Among the 

significant challenges is the lack of annotated data, particularly in the case of uncommon tumor types. Singh et al. 

(2022) noted that low labelled data tends to create overfitting when using CNN models. To counteract this, methods 

such as active learning and semi-supervised learning have been suggested for enhancing model performance with fewer 

samples of labelled data. In addition, the computational cost of training massive CNN models on high-resolution 

medical images remains an obstacle. More effective architectures and model pruning methods, as suggested by Zhao et 

al. (2023), can alleviate the computational cost and make these systems more practical for application in clinical 

environments. 

 

III. SYSTEM ARCHITECTURE 

The architecture of a brain tumor diagnosis system based on convolutional neural networks (CNN) can be divided into 

several crucial modules, each playing a role in the overall process of analyzing medical images (e.g, mri or ct scans). 

This is a detailed description of the design. 

1: Data input layer: The purpose of the input layer is to receive the raw medical images, such as MRI or CT scans, and 

prepare them for further processing within the system. 

Summary: 

Images can come in different formats (e.g, Jpg,. Png). 

The images are prepared for the cnn by ensuring they have the same size (e.g, resized to 224x224 pixels) before being 

inputted into the network. 

2: Data cleaning and transformation module: The module prepares the data by enhancing the image quality and 

increasing the variety of the training dataset. 

The main procedures: Resizing: adjusts the size of all the images (e.g, resizing to 224x224 pixels). 

Normalization: adjusts pixel intensities from 0 to 1 to enhance model convergence. 

Data augmentation: applies various transformations (such as rotation, flipping, and zoom) to enhance the training set, 

especially when there is a limited amount of labelled data. 

Depending on the specific needs, image segmentation techniques can be employed to highlight the tumor regions. 

3: CNN module: The main focus of the project is the CNN, which automatically detects features from the images and 

learns patterns associated with brain tumors. 

Key components of CNNs: convolutional layers: execute convolution operations using filters to extract local patterns 

such as edges, textures, and shapes. 

Activation function (relu): applied after each convolution operation to introduce non-linearity into the model. 

Pooling layers (max-pooling): reduce the spatial size of the image, retaining only the important features. 

Flatten layer: transforms the multiple feature maps into a single vector that can be used as input for fully connected 

layers. 

Fully connected layers (dense layers): learn global features and make predictions on the high-level features learned by 

the convolutional layers. 

Output layer: the final layer provides the prediction, which can be either a binary classification (e.g , tumor or not 

tumor) or multi-class classification (e.g , different types of tumors). 
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4. Model Training and Optimization: The model is trained using labelled datasets to understand the mapping between 

input images and the corresponding tumor classification. 

Main Elements: 

The loss function quantifies the disparity between the predicted and actual outcomes. For classification tasks with two 

classes, binary cross-entropy is a common metric. For multi-class classification, categorical cross-entropy is employed. 

Optimizer: adjusts the model's weights to improve performance. Some popular optimizers are adam and sgd (stochastic 

gradient descent). 

Metrics like accuracy, precision, recall, and f1-score are utilized to assess the model's performance while it is being 

trained. 

 

IV. TECHNOLOGIES 

Various advanced technologies are utilized to develop, train, and implement the deep learning model efficiently in the 

cnn-based brain tumor diagnosis project.  

This project employs the following technologies:  

1: deep learning frameworks: tensorflow: an open-source machine learning framework that is widely used, tensorflow is 

highly scalable and well-suited for developing and training deep learning models. It also offers resources to deploy 

models to different settings and provides extensive support for cnn.  

2: image processing and data handling: opencv (open source computer vision library): opencv is a powerful image 

processing library.Rephrase it is beneficial in various image-related tasks, including resizing, cropping, and enhancing 

medical images like mri and ct scans, as well as pre-processing steps like noise removal and contrast adjustments.  

Pillow (pil): a python library used for image manipulation, commonly employed in image pre-processing tasks such as 

converting an image to grayscale, resizing, or normalizing pixel values.  

Numpy: a basic package for mathematical operations in python. It is utilized for the management of image data, 

particularly for converting image data into arrays, normalizing pixel values, and performing mathematical operations on 

image data.  

3: data augmentation and preprocessing: tensorflow image data augmentation generator: a real-time tool that helps in 

generating diverse training data by applying random transformations like rotations, shifts, flips, and zooms. This 

method avoids overfitting by guaranteeing that the training images are diverse and encompass the entire dataset.  

Scikit-image is a collection of image processing algorithms that allow for advanced operations like edge detection, 

filtering, and segmentation, which can be utilized for preprocessing medical images. 

4: Model training and optimization: cuda (compute unified device architecture): a parallel-computing platform and 

programming model developed by nvidia that allows for the efficient training of convolutional neural networks by 

utilizing the power of gpus. Cuda enables models to efficiently process large volumes of data, providing quick and 

seamless results.  

Gpus or tpus are specialized processors created to improve the training of deep learning models. These are crucial for 

handling the substantial computational demands of cnns when processing large image datasets.  

Adam optimizer: a popular algorithm used in training deep learning models, particularly convolutional neural networks. 

Adam adjusts the learning rate based on the magnitudes of the gradients, improving the efficiency of the training 

process.  

Stochastic gradient descent (sgd): a popular and effective optimization technique for training convolutional neural 

networks (cnns), especially when computational resources are constrained.  

Adam optimizer: a learning rate optimization algorithm that leverages moments to train convolutional neural networks. 

Adam adjusts the learning rate based on the momentums of the gradients to enhance the training process and make it 

more efficient. 



I J A R S C T    

    

 

               International Journal of Advanced Research in Science, Communication and Technology  

                               International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 5, Issue 1, May 2025 

 Copyright to IJARSCT         DOI: 10.48175/IJARSCT-26177  561 

    www.ijarsct.co.in  

 
 
 

ISSN: 2581-9429 Impact Factor: 7.67 

 
Stochastic gradient descent (sgd): a commonly employed and effective optimization technique for training 

convolutional neural networks (cnns), frequently employed when computational resources are constrained.  

5: Assessment of Our Model and Its Behavior: Scikit-learn is a Python library that offers evaluation metrics like 

accuracy, precision, recall, f1-score, and confusion matrix, which are crucial for evaluating the performance of machine 

learning models on test data.  

Tensorboard: a pre-built visualization tool of TensorFlow that offers real-time graphs of model performance during 

training. It assists in monitoring metrics like accuracy and loss, and also offers visual representations of the network's 

structure.  

6: Cloud-based solutions for training and deployment: Google Colab is a free, cloud-based platform that enables users 

to write and run Python code. It also provides access to GPUs and TPUs, which can significantly enhance the training 

speed for machine learning models. It is highly advantageous for complex machine learning tasks that demand 

substantial computational resources.  

AWS, Google Cloud, and Azure are cloud computing platforms that provide scalable resources to train deep learning 

models using large datasets. These platforms offer quick and efficient instances of GPUs or TPUs that expedite the 

training process and make it easier to deploy models on a large scale. 

 

V. CONCLUSION 

In summary, the utilization of CNN for brain tumor diagnosis signifies a substantial transformation in the field of 

medical imaging and diagnosis. By automating the analysis of brain scans, enhancing diagnostic accuracy, and reducing 

the time required for results, patient care is anticipated to undergo substantial enhancements. Despite the potential 

hurdles that could impede the advancement of cnn models, such as data quality, interpretability, computational 

demands, and privacy issues, these obstacles must be tackled and overcome. Through continuous research, 

technological progress, and thoughtful evaluation of ethical considerations, cnn-based systems will continue to develop, 

providing substantial benefits to healthcare systems globally and enhancing lives by expediting the identification of 

brain tumors. One of the applications of artificial intelligence and machine learning is in the healthcare sector. Deep 

networks. In recent times, cutting-edge methods are being created and implemented to diagnose diseases by examining 

medical images. To accomplish this, we have suggested using computational techniques to classify brain tumors. In our 

research, we created a novel two-dimensional convolutional neural network structure, an auto-encoder network for 

convolution, and six general machine-learning algorithms to identify brain tumors. This categorization was 

accomplished by utilizing a t1-weighted, contrast-enhanced mri dataset that consisted of three types of tumors and a 

healthy brain without any tumors. The newly designed neural networks demonstrated substantial enhancement in 

accurately identifying brain mri characteristics and classifying them into three types of tumors and one category of 

normal brain.  
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