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Abstract: Airfare pricing is a highly dynamic and complex process shaped by various factors such as 

changing demand, seasonal trends, airline strategies, and consumer behavior. Accurately predicting 

ticket prices is crucial—not just for travelers hoping to book flights at the best rates, but also for airlines 

aiming to maximize revenue through smart pricing. This study presents a comparative analysis of seven 

forecasting models: ARIMA, SARIMAX, Holt-Winters, Prophet, LSTM, XGBoost, and LightGBM, using 

real-world data from Indian domestic flights. Each model's performance is assessed using metrics like 

RMSE, MAE, MAPE, R² Score, and Accuracy. Among all, LightGBM stands out with the highest 

prediction accuracy, closely followed by XGBoost. In contrast, traditional time series models show 

limitations in capturing the complex seasonal and nonlinear patterns in airfare trends. These results 

highlight the effectiveness of ensemble and deep learning methods in price forecasting and support the 

development of smart fare prediction tools that can benefit both travelers and the airline industry.. 
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I. INTRODUCTION 

The airline industry operates in a fast-paced and unpredictable environment, where ticket prices are shaped by a wide 

range of interconnected factors. These include market demand, the timing of bookings, specific route characteristics, 

seasonal patterns, fuel costs, operational expenses, and how airlines position themselves competitively within the 

market [21], [20]. Over the last couple of decades, airlines have embraced dynamic pricing strategies, powered by 

advanced revenue management systems that continuously adjust fares in real time based on demand, seat availability, 

and other market signals [14], [24]. While these strategies are effective for maximizing revenue, they make it 

increasingly difficult for both consumers and data scientists to predict ticket prices accurately. 

Traditionally, travelers were advised to book their flights early, assuming that prices would steadily climb as the 

departure date neared. But with the widespread use of algorithm-driven fare changes, this advice doesn't always hold 

true anymore. Recent research shows that airfare trends have become highly non-linear and vary significantly 

depending on the airline, travel route, and season [15], [6]. Additionally, pricing behavior is now influenced by broader 

macroeconomic conditions, global events, and disruptions such as spikes in fuel prices or political instability [16], [21], 

making the task of forecasting even more complex. 

To tackle this challenge, researchers and industry analysts have explored a variety of forecasting methods. Traditional 

statistical models like ARIMA and SARIMAX have long been used in transportation forecasting due to their simplicity 

and interpretability [23], [25]. However, they often fall short when it comes to modeling irregular seasonality, abrupt 

price shifts, and the non-linear behavior that's typical in airline pricing data. 

In light of these challenges, recent work has shifted toward machine learning and deep learning approaches, which can 

handle more complex data patterns and irregularities. Models like XGBoost, LightGBM, and deep learning 

architectures such as Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRU) have shown strong 

performance in multiple studies [8], [4], [1]. These methods can incorporate a wide range of features—like travel 
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duration, number of stops, airline carrier, day of the week, and more—making them especially powerful for predicting 

airfares. 

Some researchers have also explored how airline pricing varies depending on the business model—comparing low-cost 

carriers with full-service airlines—and how fare sensitivity differs across passenger types and booking platforms [12], 

[22]. These insights highlight the importance of context-aware modeling, particularly in a highly competitive and 

seasonal market like Indian domestic aviation. 

Despite the growing body of work in this area, there is still a gap when it comes to studies that directly compare time 

series, machine learning, and deep learning models using the same dataset, especially in the context of seasonal airfare 

trends. Many existing studies focus only on short-term pricing or evaluate a limited set of models under inconsistent 

conditions. 

To address this, our research offers a comprehensive comparison of seven forecasting models—ARIMA, SARIMAX, 

Holt-Winters, Prophet, LSTM, XGBoost, and LightGBM—using real-world data from Indian domestic flights between 

March and June 2019. These models are evaluated using common metrics such as RMSE, MAE, MAPE, R² Score, and 

a custom accuracy metric designed for this study. The goal is to identify which models are best suited for capturing 

seasonal airfare patterns and to provide practical insights for travelers, airlines, and pricing platforms aiming to make 

smarter, data-driven decisions. 

 

II. LITERATURE REVIEW 

Airfare prediction is a complex task influenced by multiple temporal, behavioral, and market-driven factors. Numerous 

studies have explored the application of both statistical and machine learning models to forecast airline ticket prices, 

with varying degrees of accuracy and interpretability. 

Selvi et al. [1] presented a comparative study using classical time series models such as ARIMA and SARIMA for 

airline price prediction. Their work emphasized the importance of capturing seasonal effects and using well-structured 

time series decomposition to improve forecasting accuracy. Similarly, Sushko and Koryagin [2] developed statistical 

pricing models for passenger air transportation, focusing on macroeconomic influences and market segmentation. 

Abdella et al. [3] provided a broad survey of both price and demand prediction in airline markets, highlighting the 

growing use of machine learning techniques such as decision trees, regression models, and neural networks. Their work 

underlined the necessity for models that can adapt to pricing volatility and consumer behavior patterns. 

Boddu et al. [4] conducted a comparative analysis of time series and machine learning models, including ARIMA, 

LSTM, and Random Forests. Their findings demonstrated that while classical models are interpretable, machine 

learning approaches generally yield superior accuracy—particularly when complex patterns or non-linear relationships 

are present. 

Wang et al. [5] introduced a novel hybrid model based on cumulative sum control charts and temporal fusion 

transformers for airline price prediction. Their work demonstrates the trend toward interpretable deep learning models 

capable of managing both short-term fluctuations and long-term trends. 

Several other studies have implemented ensemble learning techniques. For example, Wang et al. [6] used a machine 

learning framework integrating LightGBM and feature importance methods for price prediction. Rathi et al. [7] 

similarly applied multiple regression and tree-based models on Indian airfare data, reinforcing the growing preference 

for feature-rich models over univariate approaches. 

The value of deep learning in forecasting has also been explored by Degife and Lin [8], who proposed a GRU-based 

deep learning model. Their approach outperformed traditional models in capturing temporal dependencies, particularly 

where sudden shifts and nonlinear dynamics were present. 

Studies by Gordiievych and Shubin [9] and Lu [10] further support the use of LSTM and other sequence-aware models 

in forecasting dynamic price series. Their work affirms that neural networks, when appropriately configured and 

trained, offer robust performance under non-stationary and noisy conditions. 

In the context of real-world implementation, Lal et al. [11] focused on Indian flight fare prediction using various ML 

models, pointing to the practical utility of integrating airline, route, and booking time features into model design. 
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Similarly, Kayhan et al. [12] explored the relationship between airline business models and pricing strategies, offering 

insights into how fare trends vary by market structure. 

Finally, Oliveira [13] conducted an in-depth analysis of airfare seasonality before and after the COVID-19 pandemic. 

Although your dataset predates the pandemic, his work provides valuable context on how demand cycles, traveler 

types, and route preferences contribute to seasonal fluctuations. 

Together, these studies provide a solid foundation for the present research, which aims to extend comparative analysis 

across seven forecasting models—ARIMA, SARIMAX, Holt-Winters, Prophet, LSTM, XGBoost, and LightGBM—

using Indian domestic flight data. This work builds on the strengths identified in earlier literature, while offering new 

insights into model performance under regular seasonal trends. 

 

III. RESEARCH OBJECTIVES 

The primary objectives of this study are: 

 To forecast airline ticket prices using various time series models, incorporating historical data and seasonal 

trends. 

 To compare the performance of forecasting models such as ARIMA, SARIMAX, LSTM, XGBoost, 

LightGBM, and Prophet using accuracy metrics like RMSE, MAE, MAPE, and R². 

 To analyze the effect of seasonal variations (e.g., holidays, peak travel periods) on ticket prices and assess 

how well each model captures these patterns. 

 To identify the most accurate model for predicting airline fares, aiding both airline pricing strategies and 

consumer decision-making. 

 

IV. RESEARCH METHODOLOGY 

This section describes the dataset, preprocessing steps, model selection, and evaluation metrics used in this study to 

forecast airline ticket prices. 

 

4.1 Dataset Description 

The dataset used in this study was obtained from Kaggle, a publicly available data platform. It contains information on 

Indian domestic flights collected between March and June 2019, a period considered part of the country’s peak travel 

season. The data includes over 10,000 records and features relevant to airline fare prediction, such as: 

Table 1. Summary of Key Features in the Airline Ticket Price Dataset This structure aligns with prior studies that use 

the same Kaggle dataset and similar feature representations for airline fare prediction tasks [4]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Feature Name Description 

Date_of_Journey Scheduled travel date 

Dep_Time Flight departure time 

Arrival_Time Flight arrival time 

Duration Total duration of the flight 

Airline Name of the operating airline 

Source Origin city or airport of departure 

Destination Destination city or airport 

Route Specific path or route taken by the flight 

Additional_Info Extra information (e.g., meal, baggage, seat class) 

Price Ticket fare (target variable) 
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4.2 Data Preprocessing 

A series of preprocessing steps were applied to transform the raw dataset into a structured format suitable for 

forecasting and machine learning modeling. These steps ensured consistency, improved feature quality, and facilitated 

more accurate model training and evaluation. 

 

Datetime Transformation: 

The Date_of_Journey, Dep_Time, and Arrival_Time columns were initially in string format and were converted to 

appropriate datetime objects. From the Date_of_Journey field, new time-based features were derived, including month 

and day, to capture seasonal and daily patterns, respectively. The day of the week was encoded as integers (0 = 

Monday, 6 = Sunday), enabling the modeling of fare variation across the week. Additionally, a binary feature called 

Is_Weekend was created to indicate whether a flight occurred on a weekend. These transformations enriched the dataset 

with temporal context, a key factor influencing ticket pricing behavior. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Daily average airline ticket prices from March to June 2019, highlighting sharp fluctuations and seasonal 

trends. Notable dips appear in April and mid-June, possibly linked to non-peak travel periods or promotional fare drops. 

Duration Normalization: 

The Duration field, originally represented as strings in formats like "2h 50m," was standardized by separating the hour 

and minute components and converting the total duration into a unified numerical format expressed in minutes 

(Duration_mins). This normalization provided consistent numerical input for machine learning algorithms and 

improved model interpretability. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Correlation heatmap showing the relationship between selected features and ticket prices 
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Categorical Encoding: 

Categorical variables such as Airline, Source, Destination, Total_Stops, and Additional_Info were encoded numerically 

to make them suitable for computational models. Label encoding was applied to high-cardinality features like Airline, 

while the Total_Stops field was mapped to numerical values ranging from 0 (non-stop) to 4 (four stops). Textual 

inconsistencies in categorical entries, such as variations in stop descriptions, were also resolved to unify similar classes. 

These encoded features were particularly important for tree-based models like XGBoost and LightGBM, which rely on 

well-structured input data. 

 

Data Cleaning 

A meticulous data cleaning process was conducted to improve overall data quality. Null values in critical columns such 

as Date_of_Journey and Total_Stops were removed to prevent processing errors and ensure modeling accuracy. 

Duplicate entries were detected and eliminated to maintain dataset integrity. To address pricing outliers, the 

Interquartile Range (IQR) method was used, removing values lying beyond 1.5 times the IQR. This stabilization step 

mitigated the influence of extreme fare values and improved the robustness of model training. Text formatting issues in 

categorical fields were also corrected to ensure consistent labeling across the dataset. 

This process resulted in a clean, well-structured dataset ready for modeling. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Distribution of ticket prices after removing outliers, showing a more normalized and symmetrical spread. 

 

Sorting and Time Series Aggregation 

To prepare the dataset for traditional time series models such as ARIMA, SARIMAX, Prophet, and Holt-Winters, the 

data was chronologically sorted based on Date_of_Journey to preserve temporal order. It was then aggregated at a daily 

level using the average Price, creating a univariate time series of daily mean fares. This transformation enabled time 

series models to learn from historical fare patterns and identify seasonal effects efficiently. 

 

4.3 Model Selection 

In order to provide a robust and comprehensive evaluation, seven different forecasting models were selected for this 

study. These models span a diverse range of methodologies, covering classical statistical models, machine learning 

algorithms, and deep learning techniques. 

Among the traditional statistical models, ARIMA (AutoRegressive Integrated Moving Average) was chosen for its 

established effectiveness in univariate forecasting, especially for stationary time series data. SARIMAX (Seasonal 

ARIMA with eXogenous variables) was included as an enhancement over ARIMA, capable of modeling both 

seasonality and the effects of external explanatory variables. The Holt-Winters Exponential Smoothing method was 

selected for its ability to model both trend and seasonality in time series that exhibit gradual changes over time. 

Prophet, a model developed by Facebook, was also employed. It is a flexible, decomposable model designed to handle 
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various real-world complexities such as holiday effects, outliers, and irregular trends, making it especially useful in 

domains like airline pricing. 

From the machine learning domain, two highly popular gradient boosting algorithms—XGBoost and LightGBM—were 

incorporated. XGBoost is known for its excellent performance on structured datasets and its capacity to balance bias 

and variance effectively. LightGBM, on the other hand, is a more recent and optimized gradient boosting framework 

that offers faster training and better memory efficiency, especially useful when dealing with large-scale data. Finally, 

LSTM (Long Short-Term Memory), a deep learning model based on recurrent neural networks, was included due to its 

superior ability to capture long-term dependencies and nonlinear temporal patterns in sequential data like time series. 

By including these seven models, the study aimed to compare and contrast different modeling philosophies—linear 

versus nonlinear, statistical versus machine learning—under a unified experimental framework. 

 

4.4 Evaluation Metrics 

To measure and compare the predictive performance of the models, five commonly used evaluation metrics were 

selected. Each of these metrics offers a unique perspective on how well the models performed. 

Root Mean Square Error (RMSE) is used to assess the standard deviation(SD) of prediction errors. It penalizes larger 

errors more heavily, making it particularly useful when large deviations are undesirable. Mean Absolute Error (MAE) 

calculates the average of absolute differences between predicted and actual values, offering a straightforward and 

interpretable measure of error. Mean Absolute Percentage Error (MAPE) goes a step further by expressing prediction 

errors as percentages, which is helpful for comparing performance across different price ranges. The R² Score, or 

coefficient of determination, evaluates how well the model’s predictions explain the variance in the actual ticket prices. 

In addition to these standard metrics, a custom Accuracy metric—expressed as a percentage—was designed to quantify 

the average closeness between predicted and actual prices. This added an intuitive measure of performance that 

complements the traditional error-based metrics. 

Together, these evaluation metrics provided a well-rounded framework to assess the strengths and weaknesses of each 

forecasting approach. 

 

4.5 Model Training and Comparison 

All models were trained and tested using a consistent 80:20 train-test split. Time series models (ARIMA, SARIMAX, 

Holt-Winters, Prophet) were implemented using Python’s statsmodels and Prophet libraries. Machine learning models 

(XGBoost, LightGBM) were developed using scikit-learn, xgboost, and lightgbm. The LSTM model was built using 

TensorFlow and Keras. 

Hyperparameter tuning was done using grid search or manual adjustment, depending on the model complexity. All 

models were trained using the same feature set derived from the original dataset to ensure a fair comparison. 

 

V. RESULTS AND ANALYSIS 

This section presents the performance evaluation of all models used in this study, based on key forecasting metrics. The 

models were trained on data from March to early June 2019 and tested on the remaining portion. The comparison 

evaluates each model’s accuracy in predicting airline ticket prices. 

 

5.1 Model Performance Summary 

The performance of each model is summarized in Table 2, which includes key evaluation metrics such as RMSE, MAE, 

MAPE, R² Score, and Accuracy. 
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Table 2. Model Performance Comparison 

 

Accuracy (%) is calculated as: 

Accuracy(%) = 100 − ((RMSE/Mean Price in Test Set)×100)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Comparison of actual and predicted ticket prices across all forecasting models. 

 

5.2 Key Insights 

The LightGBM model outperformed all others models-, achieving the lowest RMSE and highest R² score. Its ability to 

model complex nonlinear patterns and leverage structured features contributed to its superior performance. 

XGBoost also showed competitive results, reinforcing the effectiveness of ensemble-based tree models for fare 

prediction tasks. 

Classical models like ARIMA and SARIMAX exhibited limited predictive power. Their linear assumptions and 

difficulty in handling abrupt fluctuations and complex seasonality restricted their performance. 

LSTM, though inherently suitable for sequence modeling, did not surpass simpler machine learning models—likely 

due to the limited dataset size and model tuning constraints. 

Prophet and Holt-Winters underperformed in terms of both accuracy and R² score, indicating lower adaptability to 

volatile airline price patterns. 
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Figure 5: RMSE comparison across all forecasting models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: MAE comparison across all forecasting models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: MAPE comparison across all forecasting models. 
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5.3 Practical Demonstration 

To demonstrate real-world applicability, a sample input with specific flight characteristics (e.g., 1 stop, 180-minute 

duration, weekday travel) was passed to the trained LightGBM model. The predicted ticket price for this configuration 

was: 

Predicted Price (LightGBM): � 4500.76 

This highlights the model's potential for assisting users in estimating airline fares based on custom travel 

configurations, offering valuable decision support in fare-sensitive scenarios. 

 

VI. CONCLUSION & FUTURE SCOPE 

This study compared the performance of seven forecasting models—LightGBM, XGBoost, ARIMA, LSTM, Prophet, 

SARIMAX, and Holt-Winters—in predicting airline ticket prices. LightGBM outperformed all models, achieving the 

lowest RMSE (1330.58), highest R² score (0.8936), and top accuracy (83.37%), highlighting its ability to capture 

complex, nonlinear relationships in the volatile airline industry. In contrast, classical models like ARIMA and 

SARIMAX were limited by their linear assumptions and inability to model sudden price fluctuations, which are 

common in the airline industry. The LSTM model, though capable of sequential modeling, underperformed due to 

hyperparameter constraints and limited data size, suggesting the need for larger datasets or better tuning. Prophet and 

Holt-Winters, which are typically suited for capturing seasonality, struggled to model the price volatility accurately, 

emphasizing the challenge of predicting airline fare prices that are influenced by dynamic external factors. 

The results reinforce the importance of using more advanced machine learning techniques, such as ensemble models 

like LightGBM and XGBoost, which effectively handle the intricacies of the data and provide more accurate 

predictions. Given the unpredictability of airline pricing, future work could enhance model performance by 

incorporating additional features, such as real-time weather data, regional holidays, or special events, which are known 

to affect travel demand. Furthermore, exploring deep learning models like Transformers could help better capture 

long-term dependencies in price trends. Optimizing model hyperparameters using advanced techniques like grid search 

or Bayesian optimization could also improve predictive performance. Combining multiple models in a hybrid 

framework could offer further benefits, especially in accounting for the various complexities within the data. 

Additionally, developing a real-time forecasting system could be a valuable tool for airlines and travelers, enabling 

more accurate, on-the-spot pricing and dynamic adjustments. Extending this study to international flight data and 

considering global events, such as pandemics or political disruptions, could offer further insights into how global 

factors influence airline pricing strategies and provide a broader scope for future price forecasting. 
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