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Abstract: India's agricultural sector remains a cornerstone of the national economy, contributing around 

17% to the country's GDP and employing over 60% of the workforce. Despite advancements in agricultural 

technologies such as vertical farming, precision agriculture, and smart irrigation systems, many Indian 

farmers continue to rely on conventional farming practices and seasonal patterns. This often leads to 

suboptimal crop yields, especially in the face of unpredictable climate changes. Our research addresses this 

gap by introducing a data-driven crop recommendation system that empowers farmers to make informed 

decisions based on real-time environmental conditions. By analyzing key agricultural factors such as soil 

nutrient content (Nitrogen, Phosphorus, Potassium), soil pH, humidity, and rainfall, we predict the most 

suitable crops for cultivation. We explore and compare the effectiveness of multiple machine learning 

models, including Decision Tree (DT), Support Vector Machine (SVM), Logistic Regression (LR), and 

Gaussian Naïve Bayes (GNB). Our approach aims to promote adaptive farming, enhance productivity, and 

support sustainable agriculture in India.. 
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Abbreviations—DT: Decision Tree, GNB: Gaussian Naïve Bayes, SVM: Support Vector Machine, LR: 

Logistic Regression, NPK: Nitrogen-Phosphorus-Potassium 

 

I. INTRODUCTION 

Agriculture remains the backbone of India's economy, contributing significantly to national GDP and employing a 

majority of the rural population. Despite technological advancements, a substantial portion of Indian farmers still rely 

on traditional farming techniques, which are often vulnerable to unpredictable weather patterns, soil degradation, and 

inefficient crop selection. These challenges can result in poor yields, economic losses, and in extreme cases, farmer 

distress and suicides due to unmanageable debt. 

In recent years, the integration of data-driven techniques such as precision agriculture has begun to transform farming 

practices. Precision agriculture leverages localized data to provide actionable insights tailored to specific plots of land. 

One of its critical applications is crop recommendation, which aims to help farmers select the most suitable crop for 

cultivation based on environmental and soil conditions. However, the accuracy of these recommendations is crucial, as 

poor predictions can lead to substantial financial and resource loss. 

Machine Learning (ML) has emerged as a powerful tool in addressing this challenge. By learning from historical 

agricultural data, ML models can identify patterns and relationships among key factors such as soil nutrients (Nitrogen, 

Phosphorus, Potassium), pH value, humidity, temperature, and rainfall. Using this information, the system can suggest 

the optimal crop that would thrive under the given conditions, thereby increasing productivity and sustainability. 

This research proposes a crop recommendation system powered by supervised machine learning algorithms. The 

system analyzes key agricultural parameters and suggests the best-suited crop from a set of 22 commonly cultivated 

crops in India, including rice, maize, chickpea, banana, watermelon, cotton, and coffee. We evaluate the performance of 
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various ML algorithms—Decision Tree (DT), Support Vector Machine (SVM), Logistic Regression (LR), and Gaussian 

Naïve Bayes (GNB)—to determine their effectiveness in providing accurate crop recommendations. 

The objective of this study is to empower farmers with intelligent, data-driven decision-making tools that promote 

efficient land use, increase crop yield, and support sustainable agricultural development. 

 

II. LITERATURE REVIEW 

The application of machine learning in agriculture has gained momentum in recent years, with a significant focus on 

crop prediction and recommendation systems. Various studies have demonstrated the effectiveness of different machine 

learning models in enhancing crop yield, improving decision-making, and supporting sustainable agricultural practices. 

Kumar et al. [1] presented a system for crop yield prediction using historical environmental data such as temperature, 

humidity, pH, and rainfall. Their approach leveraged Decision Tree and Random Forest algorithms, with Random 

Forest yielding the highest accuracy, enabling farmers to make more profitable decisions based on precise crop 

recommendations. 

Suresh et al. [9] developed a digital farming solution that used Support Vector Machine (SVM) for predicting suitable 

crops based on parameters like nitrogen, phosphorus, potassium, and pH levels. Their model also estimated the required 

fertilizer quantities for specific crops, thus aiding in efficient resource utilization and higher productivity. 

Reddy et al. [10] proposed a region-specific crop recommendation system using machine learning techniques such as 

Random Forest, CHAID, K-Nearest Neighbours (KNN), and Naïve Bayes. Their model considered soil characteristics, 

soil types, and crop yield data to suggest the most suitable crops for specific states and districts, helping farmers 

optimize their farming strategy based on localized weather and soil conditions. 

Rajak et al. [14] extended the scope of recommendation systems by including parameters like soil texture, drainage, 

water retention, and erosion. Their system tested multiple algorithms—SVM, Artificial Neural Networks (ANN), 

Random Forest, and Naïve Bayes—to recommend crops like paddy, sugarcane, and vegetables. The research 

highlighted the role of machine learning in improving productivity while reducing chemical use and preventing soil 

degradation. 

Doshi et al. [15] introduced Agro Consultant, an intelligent crop recommendation system that integrates a crop 

suitability predictor and a rainfall predictor. Using Decision Tree, K-NN, Random Forest, and Neural Networks, their 

system achieved 91% accuracy for crop prediction. The model was trained on diverse features such as aquifer 

thickness, topsoil characteristics, temperature, and rainfall, enabling multi-label classification across 20 different crops. 

Dighe et al. [18] conducted a comprehensive survey of crop recommendation systems, reviewing a wide range of 

machine learning techniques including CHAID, KNN, K-means, Decision Tree, Neural Networks, and Naïve Bayes. 

Their study emphasized the role of scalable platforms like Hadoop for handling large-scale agricultural datasets and 

enhancing the computational efficiency of predictive models. 

Kulkarni et al. [21] explored the use of assembling techniques to boost the accuracy of crop recommendation systems. 

Their model incorporated algorithms like Random Forest, Naïve Bayes, and Linear SVM, achieving a remarkable 

accuracy of 99.91%. The study also classified crops into Kharif and Rabi categories based on soil type, rainfall, and 

surface temperature, providing highly contextual recommendations for seasonal planning. 

From these studies, it is evident that machine learning provides a robust foundation for developing intelligent crop 

recommendation systems. By leveraging diverse algorithms and environmental datasets, these systems have the 

potential to significantly enhance crop productivity, resource efficiency, and economic outcomes for farmers. However, 

achieving high accuracy and regional adaptability remains a challenge, thus motivating further research into hybrid and 

ensemble models tailored for local conditions. 
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Block Diagram of Overall Methodology of Proposed System

In our framework, we have proposed a procedure that is separated into various stages as appeared in Figure . 

The five phases are as per the following:  

1) Collection of Datasets 

 2) Pre-processing (Noise Removal)  

3) Feature Extraction  

4) Applied Machine Learning Algorithm  

5) Recommendation System  

6) Recommended Crop Flow of the Proposed System As demonstrated in the figure, the methodology to extract the 

sentiment contains the several steps that are described below: 

 

Data Collection: 

The dataset used in this study was obtained from the Kaggle open

Recommendation Dataset.” It contains 2,200 instances and includes the following features:

Soil nutrients: Nitrogen (N), Phosphorus (P), Potassium (K)

Environmental conditions: Temperature, Humidity, Rainfall

Soil pH value 

Each instance is labelled with one of 22 crops commonly grown in India, such as rice, maize, banana, coconut, cotton, 

coffee, lentil, jute, and others. The dataset was split into training and

evaluate the model. 

 

Data Preprocessing: 

Raw datasets often include noise, missing values, or inconsistent data. Therefore, preprocessing is essential to ensure 

data quality and enhance model performance.

Noise removal was conducted using tools such as Power BI to eliminate outliers, local min

values. 

Normalizationwas applied to scale the data, ensuring all features contribute equally to model training.

Redundant and incomplete entries were removed to preserve data consistency and accuracy.

 

Feature Selection: 

Feature selection plays a vital role in reducing dimensionality and improving model efficiency. In this step:

Only the most relevant features were retained, nam

Irrelevant or redundant attributes were filtered out to optimize classification performance and reduce computational cost

 

Machine Learning Models: 

To identify the most accurate approach for crop prediction, 

implemented and compared. The models used are:
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III. METHODOLOGY 

 
Block Diagram of Overall Methodology of Proposed System 

In our framework, we have proposed a procedure that is separated into various stages as appeared in Figure . 

6) Recommended Crop Flow of the Proposed System As demonstrated in the figure, the methodology to extract the 

sentiment contains the several steps that are described below:  

in this study was obtained from the Kaggle open-source platform [27], specifically from the “Crop 

Recommendation Dataset.” It contains 2,200 instances and includes the following features: 

Nitrogen (N), Phosphorus (P), Potassium (K) 

Temperature, Humidity, Rainfall 

with one of 22 crops commonly grown in India, such as rice, maize, banana, coconut, cotton, 

coffee, lentil, jute, and others. The dataset was split into training and testing subsets using an 80:20 ratio to build and 

Raw datasets often include noise, missing values, or inconsistent data. Therefore, preprocessing is essential to ensure 

data quality and enhance model performance. In this stage: 

was conducted using tools such as Power BI to eliminate outliers, local min-max anomalies, and junk 

was applied to scale the data, ensuring all features contribute equally to model training.

incomplete entries were removed to preserve data consistency and accuracy. 

Feature selection plays a vital role in reducing dimensionality and improving model efficiency. In this step:

Only the most relevant features were retained, namely N, P, K, temperature, humidity, pH, and rainfall.

Irrelevant or redundant attributes were filtered out to optimize classification performance and reduce computational cost

ch for crop prediction, several supervised machine learning algorithms were 

implemented and compared. The models used are: 
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with one of 22 crops commonly grown in India, such as rice, maize, banana, coconut, cotton, 

testing subsets using an 80:20 ratio to build and 

Raw datasets often include noise, missing values, or inconsistent data. Therefore, preprocessing is essential to ensure 

max anomalies, and junk 

was applied to scale the data, ensuring all features contribute equally to model training. 

Feature selection plays a vital role in reducing dimensionality and improving model efficiency. In this step: 

ely N, P, K, temperature, humidity, pH, and rainfall. 

Irrelevant or redundant attributes were filtered out to optimize classification performance and reduce computational cost 

several supervised machine learning algorithms were 
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Decision Tree Classifier (DT) 

Decision Tree is a non-parametric supervised learning method used for classification. It splits the data into subsets 

based on the value of input features, building a tree-like structure of decisions. Each node represents a test on an 

attribute, and each branch represents an outcome of the test. Final decisions are made at leaf nodes. The algorithm was 

implemented using the DecisionTreeClassifier from the sklearn.tree module. 

 

Steps: 

Import DecisionTreeClassifier 

Create the classifier object 

Train it using the training dataset 

 

Support Vector Machine (SVM) 

SVM is a robust classification algorithm that finds the optimal hyperplane that separates data points of different classes 

with the maximum margin. In this project, SVM was used to handle the multi-class classification problem by 

transforming the data into higher-dimensional space. 

 

Key Advantages: 

Effective in high-dimensional spaces 

Works well with clear margin separation 

 

Logistic Regression (LR) 

Logistic Regression is a statistical model used for binary and multiclass classification tasks. It estimates the probability 

of a target variable using a logistic (sigmoid) function. Although primarily used for binary outputs, it can be extended to 

handle multiple classes using one-vs-rest or multinomial approaches. 

 

Application: 

Used for its interpretability and efficiency 

Handles multiclass output through softmax classification 

D. Gaussian Naïve Bayes (GNB) 

Gaussian Naïve Bayes is a probabilistic classifier based on Bayes’ Theorem, assuming feature independence. It models 

the likelihood of features using a Gaussian distribution. Despite its simplicity, GNB performs remarkably well in many 

real-world scenarios. 

 

Highlights: 

Assumes normal distribution of input features 

Highly efficient with small training datasets 

Suitable for continuous input variables like temperature and pH 
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Accuracy Comparison 

The confusion matrix used to determine the performance of the classification models for a given set of test data. It can 

only be determined if the true values for test data are known.

The matrix itself can be easily understood, but the related terminologies may be confusing.

Training Accuracy Score

Validation Accuracy Score

Algorithm vice Accuracy Result in Percentage

Based on the results provided, we can see that the model 

 

In this research, we proposed and implemented a machine learning

assisting Indian farmers in selecting the most suitable crop based on environmental and soil 

takes into account essential agricultural parameters such as Nitrogen (N), Phosphorus (P), Potassium (K), soil pH, 

temperature, humidity, and rainfall to predict the most appropriate crop for a given region.

By leveraging machine learning techniques, this system has the potential to significantly improve crop productivity and 

enhance profitability for farmers. Through comparative analysis, we found that the 

Bayes algorithms provided the highest predict

from historical data and generated reliable recommendations.

The implementation of this system not only empowers farmers with data

improved resource utilization, reduced crop failure risks, and a more sustainable agricultural ecosystem. Ultimately, this 

research supports the broader goal of increasing agricultural efficiency and boosting the overall economic development 

of the country 

 

While the current crop recommendation system demonstrates promising results, there are several opportunities for 

further enhancement and development: 

1. Dataset Expansion and Enrichment: 

Future work can focus on incorporating a larger and more 

such as soil texture, organic matter content, altitude, and crop rotation history. A more comprehensive dataset can 

improve the robustness and accuracy of predictions.
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IV. RESULT AND ANALYSIS 

 

 

The confusion matrix used to determine the performance of the classification models for a given set of test data. It can 

nly be determined if the true values for test data are known. 

itself can be easily understood, but the related terminologies may be confusing. 

Training Accuracy Score 99.5% 

Validation Accuracy Score 99.3% 

Algorithm vice Accuracy Result in Percentage 

Based on the results provided, we can see that the model performs great with 99.3% accuracy. 

V. CONCLUSION 

In this research, we proposed and implemented a machine learning-based crop recommendation system aimed at 

assisting Indian farmers in selecting the most suitable crop based on environmental and soil conditions. The system 

takes into account essential agricultural parameters such as Nitrogen (N), Phosphorus (P), Potassium (K), soil pH, 

temperature, humidity, and rainfall to predict the most appropriate crop for a given region. 

rning techniques, this system has the potential to significantly improve crop productivity and 

enhance profitability for farmers. Through comparative analysis, we found that the Decision Tree and 

algorithms provided the highest prediction accuracy among the models tested. These models effectively learned 

from historical data and generated reliable recommendations. 

The implementation of this system not only empowers farmers with data-driven insights but also contributes to 

rce utilization, reduced crop failure risks, and a more sustainable agricultural ecosystem. Ultimately, this 

research supports the broader goal of increasing agricultural efficiency and boosting the overall economic development 

VI. FUTURE WORK 

While the current crop recommendation system demonstrates promising results, there are several opportunities for 

Future work can focus on incorporating a larger and more diverse dataset, including additional agricultural parameters 

such as soil texture, organic matter content, altitude, and crop rotation history. A more comprehensive dataset can 

improve the robustness and accuracy of predictions. 
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2. Crop Health and Disease Detection Integration: 

Integrating a plant disease detection module using computer vision and deep learning techniques can greatly extend the 

system's utility. This would enable real-time classification of crop health by analyzing images of leaves and identifying 

specific diseases, along with appropriate treatment recommendations. 

 

3. Development of a User-Friendly Platform: 

A web-based portal and mobile application can be developed to make the system more accessible to farmers. These 

platforms should offer multilingual support, voice-based input, and interactive features that make it easy for users with 

minimal technical knowledge to obtain accurate crop suggestions. 

 

4. Incorporation of Real-Time Weather Data: 

Future versions of the system can leverage APIs to fetch real-time weather forecasts and seasonal trends, allowing for 

dynamic crop suggestions that adapt to current climatic conditions. 

 

5. Fertilizer and Water Requirement Estimation: 

An additional feature that estimates the quantity and type of fertilizers and irrigation needed for the recommended crop 

can further support sustainable farming practices and minimize resource wastage. 
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