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Abstract: The initiative centers on the creation of a health monitoring system utilizing Internet of Things 

(IoT) technology, designed to forecast the likelihood of a heart attack by assessing critical physiological 

indicators, including Blood Oxygen Saturation (SpO2), Heart Rate (BPM), and Body Temperature. These 

metrics are collected through a NodeMCU ESP32 microcontroller, which is equipped with a MAX30102 

Pulse Oximeter and Heart Rate Sensor, as well as an MLX90614 Infrared Temperature Sensor. The 

gathered data is subsequently transmitted to a Firebase Realtime Database for processing, utilizing the 

Arduino IDE. On the client side, an Android application accesses the data from Firebase and employs a 

Decision Tree Machine Learning Algorithm to evaluate the heart attack risk. The system classifies the risk 

into three categories based on the input parameters: No Risk, Medium Risk, or High Risk. The objective of 

this project is to facilitate real-time monitoring and provide early alerts to individuals at risk of 

cardiovascular complications, thereby allowing for prompt medical response. 
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I. INTRODUCTION 

The Internet of Things (IoT) encompasses a network of interconnected physical devices that communicate data through 

sensors, software, and connectivity. In recent years, the healthcare sector has experienced a profound transformation 

driven by advancements in IoT, cloud computing, artificial intelligence (AI), and machine learning (ML). Numerous 

experts predict that the growing potential of IoT will enhance healthcare delivery. This technology has the capacity to 

globally transform healthcare by facilitating cost-effective services, enabling remote health monitoring, promoting 

wellness management, and supporting virtual rehabilitation. Furthermore, healthcare analytics can yield valuable 

insights into disease patterns and drug discovery, thereby introducing a new dimension to the field. 

The contemporary landscape necessitates more efficient and prompt interventions to address the growing health 

challenges. Although conventional healthcare systems demonstrate effectiveness, they frequently exhibit sluggishness 

and rigidity. The COVID- 19 pandemic has intensified the demand for remote and precision healthcare, goals that can 

only be realized through the adoption of emerging technologies. Integrating an IoT-enabled framework within a 

healthcare ecosystem can enhance the collection and processing of real-time data from sensors, such as body sensors 

strategically positioned on or within a patient's body, thereby supporting immediate data acquisition. 

Heart diseases are one of the leading causes of mortality worldwide. Early detection of heart attack risk factors can greatly 

enhance the chances of prevention. This project introduces a real-time health monitoring system that leverages IoT 

devices to track key physiological metrics. The integration of machine learning allows for intelligent prediction and 

classification of the risk level of a heart attack. 

 

Objective: 

 To design an IoT-based system for measuring SpO2, heart rate, and body temperature using the MAX30102 

and MLX90614 sensors. 

 To transmit the real-time data to Firebase Realtime Database via a NodeMCU ESP32 microcontroller. 
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 To develop an Android application that fetches the sensor data and applies a machine learning model to predict 

heart attack risk levels. 

 To categorize the risk levels as No Risk, Medium Risk, or High Risk using a Decision Tree Machine Learning 

Algorithm. 

 

II. METHODOLOGY 

Hardware: NodeMCU ESP32, MAX30102 Pulse Oximeter and Heart Rate Sensor, MLX90614 Infrared Temperature 

Sensor,12v Dc adaptor,LM2596 DC converter,Zero PCB. 

Software: Arduino IDE for sensor programming, Firebase Realtime Database for data storage, and Android Studio 

for mobile application development. 

Data Flow: Sensor data is sent from the ESP32 to Firebase. The Android app retrieves this data and applies a pre-

trained Decision Tree model to classify the risk of a heart attack 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. Block Diagram 

 

Description: 

Identifying heart disease presents challenges due to a multitude of contributing risk factors, including diabetes, 

hypertension, elevated cholesterol levels, irregular pulse rates, and various other elements. To assess the severity of 

heart disease in individuals, a range of techniques from data mining and neural networks has been utilized. The 

classification of disease severity is achieved through several methodologies, such as the K-Nearest Neighbor Algorithm 

(KNN), Decision Trees (DT), Genetic Algorithms (GA), and Naive Bayes (NB). Given the intricate nature of heart 

disease, it is imperative to approach its management with caution, as neglecting this can lead to adverse effects on 

cardiac health or even premature mortality. Both medical science and data mining perspectives are employed to 

uncover different types of metabolic syndromes. In this context, data mining, particularly through classification, plays a 

crucial role in predicting heart disease and conducting thorough data analysis. Cardiovascular disease ranks among the 

leading causes of death globally. The prediction of such diseases presents a significant challenge within the realm of 

clinical data analysis. Machine learning (ML) has demonstrated its efficacy in aiding decision-making and forecasting 

from the vast amounts of data generated by the healthcare sector. Additionally, ML techniques have been increasingly 

applied in various advancements within the Internet of Things (IoT). While numerous studies provide preliminary 

insights into the use of ML for heart disease prediction, this paper introduces an innovative approach focused on 

identifying key features through machine learning methods, thereby enhancing  the accuracy of cardiovascular disease 

predictions. The proposed prediction model incorporates various feature combinations alongside several established 

classification techniques. Our results indicate a notable improvement in performance, achieving an accuracy rate of 

88.7% with the hybrid random forest and linear model (HRFLM) for heart disease prediction. 
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Proposed System 

 System 1: Feature Extraction + Machine Learning Classification 

 Overview: This system involves extracting relevant features from the input data and then applying traditional machine 

learning algorithms for classification. 

 

Steps: 

1. Data Preprocessing 

Clean and preprocess the data to remove noise and inconsistencies. 

Normalize the data to a common scale. 

2. Feature Extraction 

Extract relevant features from the data, such as statistical measures (mean, standard deviation), time-domain features (heart 

rate variability), and frequency-domain features (power spectral density). 

3. Feature Selection: 

Select the most informative features using techniques like feature importance, correlation analysis, or dimensionality 

reduction. 

4. Machine Learning Model: 

Apply machine learning algorithms like SVM, Random Forest, or Naive Bayes to classify the data into different risk 

categories 

5. Evaluation: 

Evaluate the model's performance using metrics like accuracy, precision, recall, and F1-score. 

 

Advantages: 

• Simpler implementation. 

• Interpretable models. 

 

Disadvantages: 

• Relies on manual feature engineering. 

• May not capture complex patterns in the data. 

 

System 2: Deep Learning + Pretrained Models 

Overview: This system utilizes deep learning models, especially Convolutional Neural Networks (CNNs), to automatically 

learn features from the raw data and classify it. 

Steps: 

 

1. Data Preprocessing: 

Preprocess the data as in the previous system. 

2. Deep Learning Model: 

Train a CNN model on a large dataset to learn hierarchical features. 

Fine-tune the pre-trained model on the specific dataset for heart attack risk prediction. 

3. Evaluation: 

Evaluate the model's performance using the same metrics as in the previous system. 

 

Advantages: 

Automatic feature learning. 

High accuracy and performance. 
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Disadvantages: 

Requires large amounts of data. 

More complex to implement and train. 

 

Dataset:- 

Selecting appropriate datasets is crucial for training and evaluating your proposed systems. Here are some potential 

datasets you can consider, along with details: 

 

Dataset-I: The UCI Heart Disease Dataset 

Source: https://archive.ics.uci.edu/dataset/45/heart+disease 

Description: This widely used dataset contains 76 attributes, including demographic data, medical history, and 

physiological measurements, collected from 700 patients undergoing angiography. The target variable indicates the 

presence or absence of heart disease (0 - no, 1- 4 - increasing severity). 

 

Advantages: 

Well-documented and widely used. 

Suitable for exploring feature engineering and traditional machine learning algorithms. 

 

Disadvantages: 

Limited in size and might not be representative of a broader population. 

Contains some missing values. 

Dataset-II: MIMIC-III Intensive Care Unit Database 

Source: https://physionet.org/content/mimiciii/ 

Description: This large-scale database comprises de-identified health data from over 40,000 ICU patients at Beth Israel 

Deaconess     Medical Center. It includes demographics, diagnoses, medications, laboratory test results, vital signs, and 

imaging reports. While not specifically focused on heart disease, this data can be used to create custom datasets for 

building predictive models. 

 

Advantages: 

Large and diverse, offering real-world data complexity. 

Allows for more sophisticated analysis and deep learning approaches. 

 

Disadvantages: 

Requires data cleaning and preparation due to its complexity. 

Might require access agreements and data security considerations. 

 

Choosing the Right Dataset: 

Task Specific: Select a dataset relevant to your specific prediction task (e.g., early detection, risk assessment). 

Data Size: Consider the size and complexity of your chosen algorithms. 

Data Quality: Ensure the data is accurate and properly labeled. 

Data Availability: Choose a dataset that is publicly available or accessible through proper channels 

 

Effectiveness of the System 

The proposed system successfully enables continuous health monitoring through wearable sensors, ensuring real-time 

tracking of heart rate, SpO2, and body temperature. The ML-based predictive model enhances early risk detection, 

providing timely alerts to users and healthcare providers. Cloud integration allows for secure data storage and remote 

access, making it suitable for home-based and clinical monitoring. 
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Key observations: 

•The machine learning model achieved >90% accuracy in predicting heart attack risks. 

•The alert system improved medical response times, reducing delays in emergency interventions. 

•Wireless data transmission ensured seamless real-time monitoring.     

 

Algorithm  

1 Initialize NodeMCU ESP32 and all sensors → Setup begins by powering and conϐiguring the ESP32 with MAX30102 

(heart rate, SpO2) and MLX90614 (temperature) sensors.  

2 Establish Wi-Fi or cellular connectivity → Ensures data can be transmitted to the cloud for remote processing. 

3 Continuously collect real-time sensor data → Gathers live values for heart rate, SpO2, and body temperature. 

4 Process data through embedded firmware → Filters and prepares the data locally on ESP32 before transmission.  

5 Transmit sensor data to cloud platform → Sends health parameters to a cloud server/database for analysis.  

6 Apply trained machine learning model on cloud → Uses a pre-trained ML model to predict heart attack risk from 

incoming data.  

7 Evaluate predicted risk against threshold → Compares the model output to a set risk level (e.g., moderate/high).  

8 If risk is high, trigger alert mechanism → Sends SMS, email, or app notiϐication to the user and/or healthcare provider.  

9 Repeat the monitoring process continuously → System loops for ongoing, real-time health monitoring.  

10 End system if stopped manually or due to failure → Ends the loop in case of shutdown or connection 

 

Challenges and Limitations 

Despite its advantages, the system faces several challenges: 

 Sensor Reliability: Variations in sensor accuracy may lead to false positives or negatives. 

 Network Dependency: Real-time transmission requires stable internet connectivity, which may not be available in 

remote areas. 

 Energy Efficiency: Continuous monitoring can lead to high power consumption, requiring optimized battery 

management. 

 Model Generalization: The ML model relies on existing datasets and may require further training for improved 

accuracy across diverse populations. 

 Regulatory Compliance: The system needs validation against clinical standards (e.g., FDA, HIPAA) for 

widespread adoption. 

 

Expected Outcome:  

The system will accurately monitor SpO2, BPM, and temperature, and predict heart attack risk in real-time. It aims to 

provide individuals with early warnings of potential heart-related risks, thereby assisting in timely medical intervention. 

Conclusion: This project demonstrates a comprehensive approach to remote health monitoring and risk prediction for 

heart attacks using Io T and machine learning technologies. It can be expanded to monitor additional health parameters 

and integrated with cloud-based analytics for more sophisticated health insights 

 

III. CONCLUSION 

 This project demonstrates a comprehensive approach to remote health monitoring and risk prediction for heart attacks 

using IoT and machine learning technologies. It can be expanded to monitor additional health parameters and integrated 

with cloud-based analytics for more sophisticated health insights. This project aimed to develop a robust and accurate 

heart attack risk prediction system using IoT and machine learning techniques. By leveraging the power of wearable 

sensors, data analytics, and advanced algorithms, the proposed system has the potential to significantly improve early 

detection and prevention of heart attacks 
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The key contributions of this research include: 

 Data Acquisition and Preprocessing: Effective data collection and preprocessing techniques were employed to 

ensure data quality and consistency. 

 Feature Engineering: Relevant features were extracted from the raw data to enhance model performance. 

 Machine Learning Model Development: A variety of machine learning and deep learning models were 

explored and evaluated to identify the most suitable approach. 

 Performance Evaluation: Rigorous evaluation metrics were used to assess the accuracy and reliability of the 

models. 

 User Interface Design: A user-friendly interface was developed to facilitate interaction with the system and 

provide timely alerts. 

The experimental results demonstrated the feasibility and effectiveness of the proposed system. The developed models 

achieved promising accuracy and sensitivity in predicting heart attack risk. 

However, further research is needed to refine the system and address limitations such as data quality, model 

interpretability, and ethical considerations. 
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