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Abstract: AI-Based Interview Mocker is an innovative platform designed to enhance job interview 

preparation by leveraging artificial intelligence. The platform simulates realistic interview scenarios, 

dynamically generating questions that adapt to the user’s skills and performance. It uses advanced Natural 

Language Processing (NLP) to evaluate the user’s responses in real time, offering detailed feedback on 

communication, content relevance, and emotional tone. The AI-Based Interview Mocker aims to address the 

growing need for personalized, on-demand interview practice by offering an accessible and scalable 

solution. Looking forward, the integration of technologies such as Virtual Reality (VR) may further enhance 

the user experience by creating immersive, interactive interview environments. In conclusion, the platform 

combines cutting-edge AI technology with a user-focused design to deliver an effective, adaptive, and 

engaging interview preparation tool. 
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I. INTRODUCTION 

Interviews are a critical part of the hiring process, serving as the gateway between candidates and their desired job 

roles. However, many candidates face significant challenges in adequately preparing for interviews. Traditional 

interview preparation methods often lack personalization, and candidates may not have access to resources that simulate 

real-world interview scenarios. This gap can lead to inadequate preparation, anxiety, and missed opportunities. As job 

markets become increasingly competitive, there is a growing need for a comprehensive solution that provides realistic 

practice, personalized feedback, and detailed performance analysis. 

Ai-based interview mocker is designed to address these challenges by leveraging artificial intelligence to create an 

interactive, personalized interview preparation platform. The core aim of the platform is to simulate realistic interview 

environments where users can practice answering questions dynamically generated by AI, receive immediate feedback, 

and track their progress over time. This allows users to continuously improve their skills in a low-stakes environment, 

building the confidence needed to succeed in actual job interviews. 

In the modern job market, the interview process has become more competitive and complex than ever before. With 

companies seeking to hire candidates who not only have the right skills but can also demonstrate effective 

communication, problem-solving abilities, and adaptability during interviews, preparation is key to success. Many job 

seekers, however, struggle to find accessible and effective ways to practice interviews. While mock interviews are a 

well-established method of preparation, they are often costly, time-consuming, and may not provide personalized 

feedback that is critical for improvement. 

 

II. METHODOLOGY 

This section outlines the systematic approach adopted for developing the AI-Based Interview Mocker System using the 

Gemini API. The methodology involves five key stages: data input processing, dynamic question generation, 

multimodal analysis, feedback generation, and user interaction. Each component is designed to work cohesively to 

simulate a realistic and adaptive interview environment. 
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User Input 

The process begins with the candidate providing essential information such as name, preferred job role, professional 

experience, and relevant industry. This data forms the contextual foundation upon which the system tailors the 

interview session, ensuring alignment with the candidate's career goals and domain of interest. 

 

Question Generation Using Gemini API 

Leveraging the generative capabilities of the Gemini API, the system dynamically creates interview questions suited to 

the job role and candidate profile. Depending on the input parameters, the system can simulate various interview 

formats, including behavioural, technical, and HR-based interactions. The API is prompted with specific instructions 

and resume-derived content to generate contextually appropriate and adaptive questions in real time. 

 

Speech-to-Text and NLP Processing 

Candidate responses can be submitted via speech or text. For spoken responses, the Google Speech-to-Text API 

converts audio to text with high accuracy. The resulting text is further processed using Gemini’s natural language 

processing models to assess semantic correctness, grammatical structure, coherence, and fluency. This module acts as 

the primary layer for content analysis. 

 

Real-Time Feedback Mechanism 

The system evaluates responses in real time, offering immediate feedback on verbal performance. Aspects such as 

grammar, tone, speech clarity, and confidence are analysed. When video input is enabled, computer vision models 

process facial expressions, posture, and eye movement to assess non-verbal cues. Gemini’s multimodal capabilities 

allow for a unified analysis of text, speech, and video data. 

 

Scoring and Insights Generation 

Post-evaluation, the system generates a detailed performance report. The Gemini API calculates a score for each 

response, factoring in parameters such as relevance, confidence, articulation, and structural quality. The report includes 

a breakdown of strengths, areas requiring improvement, and specific feedback for each response, offering a holistic 

view of candidate performance. 

 

Personalized Training and Iteration 

Based on performance insights, the system generates personalized follow-up questions and focus areas. Candidates are 

encouraged to reattempt interviews, fostering continuous improvement. A built-in comparison mechanism highlights 

progress or regression between sessions, enabling candidates to track their growth over time. 

 

Cloud-Based Storage and Analytics 

All user interactions, including responses, scores, and feedback, are securely stored in Google Cloud. A centralized 

analytics dashboard provides candidates with visual insights into their progress, trends, and skill development across 

sessions. The platform supports long-term learning by maintaining historical performance records and offering 

actionable metrics. 

 

III. SYSTEM ARCHITECTURE 

The system follows a three-tier architecture: 

 Frontend (React.js and ShadCN): Provides an interactive user interface for User Input and User Interface 

Interaction. 

 User Authentication (Clerk): To Manage Authentication of the Users and Provides Security. 

 Backend (Node.js & Express.js): Manages logic, AI model processing, and service provider allocation. 
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 Database (PostgreSQL): Stores user

Created. 

 

A. Frontend (React.js and ShadCN): 

The frontend is developed using Next.js and provides an interactive interface for users to engage 

The application layout is defined in layout.js, with the entry point set in page.js.

A dynamic dashboard allows users to manage their interview activities through features like:

 Add New Interview: Enables initiation of new mock sessions.

 Interview List: Displays past interview sessions.

 Interview Item Card: Summarizes key interview details and performance.

The user interface is optimized for usability and responsive design, ensuring smooth navigation and interaction across 

devices. 

B. User Authentication (Clerk): 

User authentication and session management are handled by Clerk, a robust identity management platform.

User Registration and Login 

Users can register or log in using email-password or OAuth providers 

 

Session Management and Token Handling

Upon successful login, Clerk generates a secure session token.

The token is stored in browser cookies or local storage and used for authenticating protected routes and API calls.
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The frontend is developed using Next.js and provides an interactive interface for users to engage with the system.

The application layout is defined in layout.js, with the entry point set in page.js. 

A dynamic dashboard allows users to manage their interview activities through features like: 

Add New Interview: Enables initiation of new mock sessions. 

nterview List: Displays past interview sessions. 

Interview Item Card: Summarizes key interview details and performance. 

The user interface is optimized for usability and responsive design, ensuring smooth navigation and interaction across 

Fig 1: Architecture Diagram 

User authentication and session management are handled by Clerk, a robust identity management platform.

password or OAuth providers (Google, GitHub, etc.). 

Session Management and Token Handling 

Upon successful login, Clerk generates a secure session token. 

The token is stored in browser cookies or local storage and used for authenticating protected routes and API calls.
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with the system. 

The user interface is optimized for usability and responsive design, ensuring smooth navigation and interaction across 

 

User authentication and session management are handled by Clerk, a robust identity management platform. 

The token is stored in browser cookies or local storage and used for authenticating protected routes and API calls. 
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Access Control 

The system verifies the token before granting access to any protected resources. 

Unauthorized users are redirected to the login page. 

This ensures secure access and efficient identity verification without burdening the backend. 

 

C. Backend 

The backend architecture is centred around an API Gateway, which acts as a centralized router for all frontend requests. 

API Request Flow 

The frontend sends requests (e.g., video uploads or response submissions) to the API Gateway. 

 

Request Routing 

The Gateway intelligently forwards requests to corresponding backend services: 

 Clerk for authentication 

 PostgreSQL for database operations 

 Gemini API for AI processing 

 Analytics Engine for performance evaluation 

 

Response Handling 

 After processing, each backend service sends the output to the Gateway, which then relays it to the frontend. 

 This modular structure ensures efficient request handling and scalability for future service integrations. 

 

AI Engine (Gemini) 

 At the core of the system lies the AI Engine powered by Google's Gemini API, responsible for evaluating 

interview responses. 

 

Response Capture 

 Users answer interview questions via voice. 

 The Media Stream API captures real-time audio, which is forwarded to the backend. 

 

AI Processing Pipeline 

 Speech-to-Text: Converts voice responses into text using Google’s Speech API. 

 Natural Language Processing: Gemini interprets and evaluates answers based on context and intent. 

 Context Matching: Compares candidate responses with ideal model answers. 

 

AI-Based Evaluation 

 Technical Accuracy: Assesses subject knowledge based on the job role. 

 Grammar and Fluency: Evaluates language proficiency and clarity. 

 Relevance Scoring: Checks if answers logically and contextually address the question. 

 

Feedback Generation 

The system generates detailed feedback, including: 

 Confidence and fluency scores 

 Suggestions for improvement 

 Model answers and personalized tips 
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Data Storage and Reports 

 All session data, including user responses, scores, and reports, are stored in a PostgreSQL database. 

 Users can track their progress across sessions through visual reports and historical data analysis. 

 

IV. FEATURES AND MODULES 

AI Features 

 Dynamic Question Generation: Uses Gemini API to create context-aware, role-specific questions. 

 Speech-to-Text Conversion: Utilizes Google Speech-to-Text API to convert spoken responses into text for 

further analysis. 

 Real-Time Feedback Generation:One of the standout features of the platform is its AI-driven feedback system. 

After each session, users receive detailed feedback on multiple dimensions. 

 Scoring and Rating: Automated scoring based on parameters like relevance, structure, tone, and technical 

accuracy. 

 Convenience and Accessibility:Users can access the system from anywhere and practice at their own 

convenience, without needing to coordinate with human interviewers. 

 Interview Monitoring: User can Access his pervious Interview and monitored himself and keep a track of 

himself. 

 

Non-AI Features 

 User Authentication (via Clerk): Secure login/registration with support for email/password and OAuth 

providers (Google, GitHub, etc.). 

 Session Management: Token-based authentication and access control to manage user sessions and protect 

routes. 

 Frontend Interface (Next.js): User-friendly UI for creating, managing, and reviewing mock Interviews. 

 Dashboard & Interview History: Organized layout for viewing past sessions, tracking progress, and managing 

user data. 

 API Gateway: Routes all frontend requests to the correct backend services (e.g., AI engine, authentication, 

database). 

 Responsive Design: Optimized interface for desktop and mobile, ensuring accessibility and usability. 

 

V. CHALLENGES AND LIMITATIONS 

Lack of Human-Like Judgment:  

 What it does: AI evaluates responses based on predefined parameters like relevance, grammar, and Technical 

Accuracy. 

 Limitation: It may fail to fully understand creativity, intent, and emotions like a human interviewer. 

 

Limited Real-Time Interaction:  

 What it does: AI provides Text based feedback. 

 Limitation: AI cannot engage in a dynamic, natural conversation like a human interviewer. 

 

Difficulty in Evaluating Soft Skills: 

 What it does: AI can assess speech fluency and sentiment using NLP. 

 Limitation: It cannot accurately measure human skills like leadership, adaptability, and critical. 
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VI. USER INTERFACE 

 
Fig 2: UI Interface: Login Page 

 

 
Fig 3: UI Interface: Dashboard Page 

 
Fig 4: UI Interface: Rating and Feedback Page 



I J A R S C T    

    

 

               International Journal of Advanced Research in Science, Communication and Technology  

                               International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 5, Issue 5, April 2025 

 Copyright to IJARSCT         DOI: 10.48175/IJARSCT-25205  29 

    www.ijarsct.co.in  

 
 

ISSN: 2581-9429 Impact Factor: 7.67 

 

 
Fig: UI Interface: Interview Submission Page 

 

VII. FUTURESCOPE 

As the AI-Based Interview Mocker continues to evolve, several areas of future development are envisioned:  

 

1. Enhanced Emotion Recognition:  

Future iterations of the platform could incorporate more advanced emotion recognition algorithms that better interpret 

subtle emotional cues, such as micro-expressions and variations in tone of voice. This would provide users with even 

more accurate feedback on their emotional state during interviews.  

 

2 .Integration with Industry-Specific Knowledge: 

Expanding the question database to cover more niche industries and specialized job roles will further improve the 

system’s versatility. This could involve integrating industry experts’ knowledge to tailor the interview experience for 

various sectors, such as healthcare, finance, or engineering.  

 

3. Multilingual and Cultural Adaptations:  

Adding support for multiple languages and incorporating cultural nuances in interview feedback will make the platform 

more accessible to a global audience. This could also involve developing localized versions of the platform to cater to 

specific geographic regions and their professional standards.  

 

4. Collaboration with Human Interviewers:  

Future work could explore the integration of AI-driven interview sessions with human interviewer feedback. This 

hybrid approach could combine the efficiency of AI with the personalized insights of professional interviewers, creating 

a more comprehensive mock interview experience.  

 

5. Mobile and Offline Access:  

Developing mobile applications and adding offline capabilities would enhance the accessibility of the platform, 

allowing users to practice interviews anytime, anywhere, regardless of internet connectivity. 
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VIII. CONCLUSION 

The AI-Based Interview Mocker is a robust platform designed to revolutionize the way individuals prepare for 

interviews. By leveraging advanced artificial intelligence, the system provides users with a dynamic and immersive 

interview experience, offering valuable feedback on performance, emotional analysis, and knowledge assessment. This 

solution bridges the gap between traditional mock interviews and modern technology, empowering users to improve 

their skills in a flexible and cost-effective manner. Despite its current limitations, such as the absence of human-like 

interaction and potential inaccuracies in emotional assessment, the platform has proven to be an innovative and efficient 

tool for job seekers, students, and professionals looking to enhance their interview readiness. 
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