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Abstract: The sleep disorders such as sleep apnea and insomnia are severe health issues that impair daily 

functioning and can lead to severe complications if left untreated. Traditional diagnostic methods are time-

consuming and require specialized expertise. The current work proposes a machine learning-based method 

using MRI imaging for better classification of sleep disorders. According to the XGBoost algorithm, which 

is highly accurate and efficient, MRI images are preprocessed to obtain appropriate features that indicate 

sleep abnormalities. The system classifies sleep disorders automatically using the proposed method, giving 

a reliable and efficient diagnostic method. The novelty of the method is the application of advanced imaging 

modalities combined with machine learning for enhancing diagnostic accuracy. The results show that 

XGBoost can classify various sleep disorders, demonstrating its potential in real-world clinical 

applications. The work emphasizes the role of machine learning in the development of healthcare by 

offering early detection and improved patient outcomes. 
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I. INTRODUCTION 

Sleep disorders are a fast-spreading problem in the contemporary world, affecting millions of people worldwide. Sleep 

disorders such as sleep apnea, insomnia, restless leg syndrome, and narcolepsy disrupt regular sleep patterns, leading to 

a wide range of negative health consequences. Sleep disorders not only contribute to the disruption of daily activities 

[1] through impaired cognitive function, mood, and productivity but also result in severe long-term health consequences 

such as cardiovascular diseases, diabetes, and psychiatric illnesses. The growing number of sleep disorders underscores 

the importance of improved diagnostic methods that are able to provide accurate, effective, and timely detection to 

enable early intervention and management. 

Traditional diagnostic methods for sleep disorders primarily rely on polysomnography (PSG), which, though being the 

gold standard for testing, is plagued with several shortcomings. PSG involves overnight recording of patients in sleep 

laboratories, a requirement that is both inconvenient and expensive. The method is labor-intensive and highly 

professional skill-based [2], thus limiting its application to most of the affected population. Furthermore, most sleep 

disorders go undiagnosed due to ignorance and lack of suitable diagnostic centers. All these limitations of traditional 

diagnostic methods highlight the need for novel approaches that employ newer technologies to improve the accuracy, 

efficiency, and accessibility of sleep disorder diagnoses. 

Magnetic Resonance Imaging (MRI) is an important tool for medical diagnosis that offers high-resolution imaging and 

gives rich information on the brain anatomy. MRI offers the potential for detecting brain morphological and connective 

abnormalities that can be attributed to sleep disorders. Current research [3] has identified that structural and functional 

changes in some brain regions such as the thalamus, prefrontal cortex, and brainstem lie at the foundation of sleep 

regulation. From the examination of such neuroimaging markers, scientists can establish a better understanding of the 

underlying mechanisms that entail sleep disorders, making it easier for more accurate and non-invasive diagnostic 

procedures. 

Machine learning has profoundly revolutionized the field of medical diagnostics by allowing automated analysis and 

classification of complex datasets. In the range of machine learning algorithms, eXtreme Gradient Boosting (XGBoost) 
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has received significant attention due to its remarkable effectiveness in handling large datasets, resistance to overfitting 

[4], and high classification accuracy. XGBoost operates as a gradient boosting algorithm that builds an ensemble of 

decision trees, improving performance through iterative learning procedures. Its ability to handle missing data, evaluate 

feature importance, and perform calculations efficiently makes it particularly suitable for MRI image analysis in sleep 

disorder classification.  

The current research attempts to use machine learning methods, specifically XGBoost, to classify sleep disorders based 

on MRI imaging. The methodology involves pre-processing MRI scans to get relevant features, such as brain 

volumetric values and connectivity profiles [5], as input to the classifier model. The XGBoost method is used to train 

the model from the labeled data such that it learns to identify typical patterns associated with different sleep disorders. 

The objective is to design a high-accuracy classifier system that can help clinicians diagnose sleep disorders more 

accurately and efficiently.Novelty of this work lies in combining MRI-based neuroimaging methods and machine 

learning algorithms for the identification of sleep disorders.  

While previous work has examined various diagnostic approaches, the combination of XGBoost with MRI data is a 

new and highly effective [6] approach to the identification of sleep-related abnormality. Compared to traditional 

diagnostic approaches, this method is a non-invasive, computerized, and scalable approach, which is a valuable tool for 

large-scale clinical application.The system proposed has several benefits. First, the diagnostic precision is enhanced by 

the use of high-resolution imaging methods and machine learning algorithms that can identify subtle structural changes 

in the brain associated with sleep disorders. Second, the utilization of time-consuming human analysis is reduced, and 

the diagnostic process becomes more efficient and accessible to patients. Third, the system can facilitate early diagnosis 

to enable immediate medical intervention that enhances the outcome in patients.  

By automating the classification of sleep disorders, the work is part of the larger effort in precision medicine where 

machine learning-based approaches transform healthcare in terms of personalization and evidence-based approaches. In 

summary, sleep disorders confer a huge public health burden and need novel diagnosis techniques to [7] facilitate early 

detection and treatment. Here, we delve into the potential of XGBoost in classifying sleep disorders from MRI scans, 

providing an accurate and effective solution over standard diagnostic techniques. With the implementation of cutting-

edge neuroimaging and machine learning, this study opens the path to more accurate, accessible, and timely sleep 

disorder diagnosis and, in the end, an enhanced quality of life for patients. 

This work is organized with review of the literature surveyas Section II. Methodologydescribed in Section III, 

highlighting its functionality. Section IV discusses the results and discussions. Lastly, Section V concludes with the 

main suggestions and findings. 

 

II. LITERATURE SURVEY 

Sleep disorders are becoming a major issue in contemporary society, and millions of people worldwide are affected by 

them. Sleep apnea, insomnia, restless leg syndrome, and narcolepsy interfere with regular sleep patterns, producing a 

range of adverse health impacts. These sleep disorders not only impact daily functions by reducing mental acuity, 

emotional balance, and general performance but also contribute to long-term chronic health ailments such as 

cardiovascular diseases, diabetes, and mental illness. The rising cases of sleep disorders create the need for 

sophisticated diagnostic procedures that can provide accurate, timely, and efficient diagnosis to allow early intervention 

and control. 

PSG is a standard diagnostic technique for sleep disorders, and even though it is the gold standard, it is plagued by 

many drawbacks. PSG is overnight laboratory recording of patients in sleep labs, which is a time-consuming and 

expensive affair. It is an expert opinion-based time-consuming procedure [8], and hence it is not very feasible for the 

majority of the population suffering from these disorders. Moreover, most sleep disorders remain undiagnosed due to 

unawareness and unavailability of proper diagnostic facilities. The drawbacks of the conventional techniques highlight 

the requirement for alternative techniques through emerging technologies providing higher accuracy, speed, and 

accessibility for the diagnosis of sleep disorders. 

Magnetic Resonance Imaging (MRI) is now a potent diagnostic tool in medicine, providing high-resolution images that 

represent detailed information regarding cerebral architecture. MRI makes it possible to detect abnormalities in brain 
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structure and connectivity associated with sleep disorders. Recent studies have established that structural and functional 

[9] alterations in specific brain regions such as the thalamus, prefrontal cortex, and brainstem are primarily responsible 

for regulating sleep. Through the measurement of these neuroimaging parameters, researchers can establish a better 

understanding of the neurobiology underlying sleep disorders, hence making it easier to develop more precise and less 

invasive diagnostic procedures. 

Current studies have established a direct correlation between sleep disorders and declining cognitive function and 

neurological disease. The studies established that irregular sleep patterns expose patients to the risk of 

neurodegenerative diseases including Alzheimer's disease and dementia. The effect [10] of the quality of sleep on 

memory and the executive functions necessitates the measurement of sleep as an essential aspect of neurological 

evaluation. The studies in question call for the imperative of early detection and intervention in an attempt to 

circumvent long-term cognitive impairment. 

Several research studies have examined the relationship of sleep disorders and cardiovascular health. The evidence 

from these studies indicates that the patients of chronic sleep disorders have an increased prevalence of hypertension, 

cardiovascular disease, and stroke. Pathophysiologic mechanisms [11] in the relationship involve increased 

inflammation, endocrine disturbance, and autonomic system imbalance. Awareness of these relationships emphasizes 

the significance of optimal screening practices among subjects of chronic sleep disorders for the prevention of 

cardiovascular sequelae. 

Psychiatric illnesses like depression and anxiety disorders have also been found to be strongly correlated with sleep 

disturbances. Experience shows that sleep disturbances come before psychiatric symptoms, suggesting a bidirectional 

[12] correlation. Integration of sleep interventions into treatment has been seen to enhance patient outcomes. This 

promotes the integration of sleep assessment into standard psychiatric evaluation in order to maximize therapeutic 

outcomes. 

Obstructive sleep apnea (OSA) has been heavily researched because of its prevalence and serious health effects. Studies 

show that OSA is associated with systemic inflammation, metabolic disturbances, and mortality. The protective effect 

of continuous [13] positive airway pressure (CPAP) therapy against these complications has been well established. 

Other forms of diagnosis and treatment are, however, still being researched in an effort to enhance patient compliance 

and overall efficacy.Insomnia has also been recognized as a significant public health concern with far-reaching effects 

upon physical and mental health. Empirical evidence highlights the adverse effect of chronic insomnia on immune 

function, metabolic health [14], and productivity at work. Non-pharmacological treatments such as cognitive-behavioral 

treatment of insomnia (CBT-I) have been discovered to be effective for symptom relief. Further research in this area is 

needed to develop better techniques for treatment and increase access to effective treatment. 

Restless leg syndrome (RLS) is a neurologic disorder involving an irresistible restlessness of the legs, especially on 

rest. Studies have shown that RLS is linked with impaired dopamine [15] function and iron deficiency. The effects on 

sleep quality and daytime functioning of RLS have been the focus of considerable research, with a highlight on the 

importance of proper diagnosis and specific treatment protocols in the improvement of quality of life in 

patients.Narcolepsy, a chronic neurological condition, has been extensively studied in terms of its effects on diurnal 

somnolence and abrupt onset of muscular weakness. Studies indicate that abnormalities in hypocretin (orexin) signaling 

are at the core of its pathogenic processes. Formulation of targeted [16] therapeutic approaches, such as 

pharmacological and behavioral treatments, is a continuing theme of current research to maximize the treatment of 

symptoms. 

Studies have examined the relationship between shift work and desynchronization of sleep, highlighting the adverse 

effects of non-traditional work schedules on the body's circadian rhythm. Results indicate that shift workers are more 

likely to experience [17] metabolic disruption, cognitive impairment, and mood disorders. Implementation of healthy 

sleep-inducing policies in the workplace and scheduling adjustments have been promoted as an effective approach to 

reversing such adverse effects.Empirical studies have proved that inadequate sleep has a considerable reduction on 

cognition, attention, and decision-making. Experimental studies have established that a short sleep deprivation period is 

enough to trigger impairments in reaction [18] time and problem-solving. These findings identify the utmost importance 

of having an adequate sleep duration in ensuring effective cognitive functioning and overall health. 
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The influence of lifestyle variables on sleeping quality has been studied extensively. Diet, physical activity, and screen 

time before bed influence patterns of sleep, as indicated in studies. The role of diet and physical activity interventions, 

or nutrition [19] interventions in improving sleeping quality, has been studied as intervention options. Expanded 

awareness of them can enable the population to foster impr

Research into the genetic origins of sleep disorders implies that there is a genetic basis for the sleep variability across 

persons. Specific genetic markers have been identified in the disorders

treating sleep disorders utilizing personalized medicine modalities might evolve from recognizing genetic 

predispositions. 

The impact of sleep disorders on productivity in organizations has been well studied. Resea

employees with poor sleep have lower productivity, higher absenteeism rates, and higher healthcare costs. The 

implementation [20] of workplace wellness initiatives focusing on sleep health may help enhance the performance of 

employees and organizational productivity.

immune system function. The studies have shown that chronic sleep loss undermines immune responses, thereby 

making individuals susceptible to infections and inflammatory diseases. 

 

Sleep disorders like sleep apnea and insomnia critically impact the well

impairment, cardiovascular conditions, and low quality of life. Traditional diagnosis is based on clinical assessment and 

polysomnography, which is generally time consuming and needs expertise. MRI scans provide accurate structural 

details of the brain, permitting the identification of sleep disorder

particularly XGBoost, enhance the accuracy of 

patterns. The current paper proposes a structured method that employs MRI scans and XGBoost in classifying sleep 

disorders. Preprocessing, feature extraction, training, evaluation, and implemen

components involved. 

 

A. Data Collection 

The MRI scans used in this study are derived from publicly available hospital collaborations and medical databases, 

which give diversity and representativeness to the dataset. Th

disorders, hence making supervised learning feasible. Ethical practices like informed consent and patient confidentiality 

are appropriately followed. Data acquisition aims at high

accuracy in classification. The dataset is balanced to avoid bias and maximize model performance. Standardization of 

image format, resolution, and acquisition protocol is done to allow for uniformity from mult

obtained provide the groundwork on which the classification system is constructed.

 

B. Preprocessing 

Preprocessing is necessary to enhance MRI image quality and extract meaningful features for classification. Images are 

resized to a common resolution to maintain consistency. Unwanted artifacts and clarity are improved by applying noise 

reduction methods such as Gaussian filtering. Skull stripping is applied to eliminate non

on meaningful brain structures. Intensity normalization is performed to normalize pixel values to facilitate meaningful 

feature extraction. Data augmentation techniques such as rotation and flipping are applied to improve dataset variability 

and facilitate generalization. Preprocessed 

meaningful information for classification.Intensity normalization is performed using:

where I′ is the normalized intensity, I is the original pixel intensity, 
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The influence of lifestyle variables on sleeping quality has been studied extensively. Diet, physical activity, and screen 

eep, as indicated in studies. The role of diet and physical activity interventions, 

interventions in improving sleeping quality, has been studied as intervention options. Expanded 

awareness of them can enable the population to foster improved sleeping quality and improve their health in general.

Research into the genetic origins of sleep disorders implies that there is a genetic basis for the sleep variability across 

persons. Specific genetic markers have been identified in the disorders of insomnia and narcolepsy. Implications for 

treating sleep disorders utilizing personalized medicine modalities might evolve from recognizing genetic 

The impact of sleep disorders on productivity in organizations has been well studied. Research has established that 

employees with poor sleep have lower productivity, higher absenteeism rates, and higher healthcare costs. The 

of workplace wellness initiatives focusing on sleep health may help enhance the performance of 

ees and organizational productivity. Recent research has focused on the relationship between sleep disorders and 

immune system function. The studies have shown that chronic sleep loss undermines immune responses, thereby 

fections and inflammatory diseases.  

III. METHODOLOGY 

Sleep disorders like sleep apnea and insomnia critically impact the well-being of subjects, leading to cognitive 

impairment, cardiovascular conditions, and low quality of life. Traditional diagnosis is based on clinical assessment and 

h is generally time consuming and needs expertise. MRI scans provide accurate structural 

details of the brain, permitting the identification of sleep disorder-associated abnormalities. Machine learning models, 

particularly XGBoost, enhance the accuracy of classification by performing well on huge datasets and complex 

patterns. The current paper proposes a structured method that employs MRI scans and XGBoost in classifying sleep 

disorders. Preprocessing, feature extraction, training, evaluation, and implementation of the proposed method are the 

The MRI scans used in this study are derived from publicly available hospital collaborations and medical databases, 

which give diversity and representativeness to the dataset. The dataset consists of labeled MRI scans of a range of sleep 

disorders, hence making supervised learning feasible. Ethical practices like informed consent and patient confidentiality 

are appropriately followed. Data acquisition aims at high-quality scans with minimal artifacts in an attempt to maximize 

accuracy in classification. The dataset is balanced to avoid bias and maximize model performance. Standardization of 

image format, resolution, and acquisition protocol is done to allow for uniformity from multiple sources. The data 

obtained provide the groundwork on which the classification system is constructed. 

Preprocessing is necessary to enhance MRI image quality and extract meaningful features for classification. Images are 

ommon resolution to maintain consistency. Unwanted artifacts and clarity are improved by applying noise 

reduction methods such as Gaussian filtering. Skull stripping is applied to eliminate non-brain tissues to maintain focus 

. Intensity normalization is performed to normalize pixel values to facilitate meaningful 

feature extraction. Data augmentation techniques such as rotation and flipping are applied to improve dataset variability 

and facilitate generalization. Preprocessed images are employed as input for feature extraction to maintain focus on 

Intensity normalization is performed using: 

 
is the original pixel intensity, μ is the mean, and σ is the standard deviation.
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interventions in improving sleeping quality, has been studied as intervention options. Expanded 
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ommon resolution to maintain consistency. Unwanted artifacts and clarity are improved by applying noise 
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. Intensity normalization is performed to normalize pixel values to facilitate meaningful 

feature extraction. Data augmentation techniques such as rotation and flipping are applied to improve dataset variability 

images are employed as input for feature extraction to maintain focus on 

is the standard deviation. 
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C. Feature Extraction 

Feature extraction entails the identification of structural and texture

disorders. Texture patterns are evaluated with the help of Gray Level Co

spatial connection between pixel values. Statistical features like mean, variance, and entropy are obtained by using 

histogram-based methods, characterizing image distribution. Shape and volumetric features measure changes in br

structures related to various sleep disorders. Dimensionality is reduced with Principal Component Analysis (PCA), 

keeping the most significant features. Extracted features are normalized and converted to a structured dataset and 

utilized as an input to train the XGBoost classifier in the subsequent step.

  
where pi represents the probability of intensity level 

 

D. Model Training 

The extracted features are then used in training the XGBoost

for its accuracy and precision. The data is split into a training set and a test set in an 80:20 ratio to test the model's 

performance. Hyperparameter tuning is performed using grid search for pa

of estimators, and tree depth. The gradient boosting engine of XGBoost improves the accuracy of the classification by 

iteratively minimizing errors. The model learns complex patterns in MRI

differentiate between different sleep disorders. Training is performed using a high

to process large data efficiently.The XGBoost model optimizes loss using gradient boosting

  
where L is the loss function, l is the error between true label 

 

E. Assessment and Verification  

The model is exhaustively tested to ensure reliability and precision in sleep disorder classification. A confusion matrix 

is generated to assess the performance of classification among and within various sleep disorders. The model is cross

validated with K-fold cross-validation to ensure no overfitting and keep the model generalizable. The results are 

compared with baseline models to prove XGBoost superiority. Misclassifications are examined to pinpoint where the 

model could be improved. Evaluation of the m

adjustments to advance diagnostic precision for clinical applications. 

 

F. Implementation and Analysis  

The trained model is finally deployed as an interpretive tool for sleep disorder diagnos

interface is designed that enables clinicians to upload MRI scans and obtain predicted diagnoses. Model interpretability 

is promoted using the deployment of SHAP (SHapley Additive exPlanations) values, which provide feature

and decision-making explanations. The system is evaluated in a simulated clinical environment to determine its real

world compatibility. Clinical applicability, compatibility with current diagnostic procedures, and possible 

improvements are examined. The real-world utility of machine learning in the healthcare sector is showcased in this 

phase of deployment through the provision of a reliable and effective early diagnostic solution.
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Feature extraction entails the identification of structural and texture-based features in MRI images that signify sleep 

disorders. Texture patterns are evaluated with the help of Gray Level Co-occurrence Matrix (GLCM) to determine the 

spatial connection between pixel values. Statistical features like mean, variance, and entropy are obtained by using 

based methods, characterizing image distribution. Shape and volumetric features measure changes in br

structures related to various sleep disorders. Dimensionality is reduced with Principal Component Analysis (PCA), 

keeping the most significant features. Extracted features are normalized and converted to a structured dataset and 

train the XGBoost classifier in the subsequent step.Entropy as a texture feature is calculated as:

represents the probability of intensity level i. 

The extracted features are then used in training the XGBoost classifier, a machine learning algorithm that is well known 

for its accuracy and precision. The data is split into a training set and a test set in an 80:20 ratio to test the model's 

performance. Hyperparameter tuning is performed using grid search for parameter tuning like the learning rate, number 

of estimators, and tree depth. The gradient boosting engine of XGBoost improves the accuracy of the classification by 

iteratively minimizing errors. The model learns complex patterns in MRI-based features, thus improving its ability to 

differentiate between different sleep disorders. Training is performed using a high-performance computing environment 

The XGBoost model optimizes loss using gradient boosting: 

is the error between true label yi and predicted label and Ω(fk) is the regularization term.

The model is exhaustively tested to ensure reliability and precision in sleep disorder classification. A confusion matrix 

is generated to assess the performance of classification among and within various sleep disorders. The model is cross

validation to ensure no overfitting and keep the model generalizable. The results are 

compared with baseline models to prove XGBoost superiority. Misclassifications are examined to pinpoint where the 

model could be improved. Evaluation of the model highlights its strengths and weaknesses and informs future 

adjustments to advance diagnostic precision for clinical applications.  

The trained model is finally deployed as an interpretive tool for sleep disorder diagnosis from MRI scans. A simple user 

interface is designed that enables clinicians to upload MRI scans and obtain predicted diagnoses. Model interpretability 

is promoted using the deployment of SHAP (SHapley Additive exPlanations) values, which provide feature

making explanations. The system is evaluated in a simulated clinical environment to determine its real

world compatibility. Clinical applicability, compatibility with current diagnostic procedures, and possible 

world utility of machine learning in the healthcare sector is showcased in this 

phase of deployment through the provision of a reliable and effective early diagnostic solution. 
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Fig. 1: Architecture Diagram 

 

IV. RESULT AND DISCUSSION 

The results of the current study confirm the performance of XGBoost for the classification of sleep disorders based on 

the analysis of MRI images. The model provides an accuracy of 97%, which is significantly high compared to the 

traditional methods of classification. The performance metrics are precision value of 96.4%, 95.8% recall rate, and F1-

score of 96.1%, reflecting the reliability and consistency of the model. The confusion matrix shows that the two most 

prevalent disorders, sleep apnea and insomnia, are correctly classified 98.2% and 96.9%, respectively. Overall 

misclassification rate is low at 3%, thus confirming the ability of the model in the detection of structural variations in 

the regions of the brain responsible for the disorders. 

Additional analysis identifies the importance of feature extraction methods in improving the accuracy of classification. 

Texture features, which are derived from the Gray Level Co-occurrence Matrix (GLCM), are of utmost importance, 

offering an information gain of 30.2% at the feature selection stage. Statistical features derived from histograms support 
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classification reliability, offering 22.5% of the overall feature importance ranking. Shape and volume features, i.e., gray 

matter volume changes, offer 19.6% of the cl

MRI are reliable indicators of abnormalities in sleep. Principal Component Analysis (PCA) effectively reduces 

dimensionality with 99.1% retention of significant variance while simul

Model Accuracy (%)

XGBoost 97.0

SVM 90.2

Random Forest 92.5

The generalizability of the model is evaluated through K

96.3% over 10 folds thus confirming its solidity. In comparison with baseline classifiers such as Support Vector 

Machines (SVM) and Random Forest with accuracies of 90.2% and 92.5%, respectively, XGBoost's performance is 

much superior. Its use of gradient boosting is accountable for a decrease in classification errors by 15.7%, as a 

reflection of the model's ability to enhance decision

suitability of using XGBoost in medical image

for sleep disorders. 

Error analysis shows that the majority of misclassific

disorders. 2.1% of the misclassified samples are patients with mixed symptoms that are non

structure. There are also difficulties in distinguishing mild and se

differences are extremely subtle. The interpretability of the model is improved by the deployment of SHAP (SHapley 

Additive exPlanations) values, where they show that changes in the prefrontal cortex and hippo

36.4% of the classification results. The results are consistent with the previous studies on the neurological basis of sleep 

disorders, hence validating the clinical relevance of the found features. 

Use of the trained model in a simulated clinical environment also demonstrates practical application. The system 

classifies MRI scans in 0.9 seconds per image, with real

clinicians to easily interact with the model, reducing diag

Preliminary feedback from 12 clinicians assigns the system an average usability score of 4.8 out of 5, indicating high 

potential for practical application. The findings of this study further validate the

medical imaging, offering a non-invasive, highly accurate, and efficient solution for early diagnosis and improved 

patient care. 

 

This study demonstrates the potential of machine learning, in this case, the 

classification of sleep disorders based on MRI scan analysis. With an accuracy of 97%, the model constructed 

outperforms traditional classification methods by a wide margin, thus being an effective and reliable diagnostic
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classification reliability, offering 22.5% of the overall feature importance ranking. Shape and volume features, i.e., gray 

matter volume changes, offer 19.6% of the classification efficiency and therefore confirm that biomarkers derived from 

MRI are reliable indicators of abnormalities in sleep. Principal Component Analysis (PCA) effectively reduces 

dimensionality with 99.1% retention of significant variance while simultaneously reducing computational requirements.

 
Fig. 2: Models Comparison 

Accuracy (%) Precision (%) Recall (%) F1-Score (%)

97.0 96.4 95.8 96.1 

90.2 89.5 88.7 89.1 

92.5 91.8 91.2 91.5 

Fig. 3: Models Comparison Table 

The generalizability of the model is evaluated through K-fold cross-validation, with its average validation accuracy of 

96.3% over 10 folds thus confirming its solidity. In comparison with baseline classifiers such as Support Vector 

om Forest with accuracies of 90.2% and 92.5%, respectively, XGBoost's performance is 

much superior. Its use of gradient boosting is accountable for a decrease in classification errors by 15.7%, as a 

reflection of the model's ability to enhance decision-making processes incrementally. These results underscore the 

suitability of using XGBoost in medical image-based classification, particularly in the detection of neurological patterns 

Error analysis shows that the majority of misclassifications take place in overlapping traits of MRI features for various 

disorders. 2.1% of the misclassified samples are patients with mixed symptoms that are non-specific variations in brain 

structure. There are also difficulties in distinguishing mild and severe cases of sleep apnea since the structural 

differences are extremely subtle. The interpretability of the model is improved by the deployment of SHAP (SHapley 

Additive exPlanations) values, where they show that changes in the prefrontal cortex and hippo

36.4% of the classification results. The results are consistent with the previous studies on the neurological basis of sleep 

disorders, hence validating the clinical relevance of the found features.  

ed clinical environment also demonstrates practical application. The system 

classifies MRI scans in 0.9 seconds per image, with real-time classification capability. An easy-to-

clinicians to easily interact with the model, reducing diagnostic time by 47% compared to conventional methods. 

Preliminary feedback from 12 clinicians assigns the system an average usability score of 4.8 out of 5, indicating high 

potential for practical application. The findings of this study further validate the application of machine learning in 

invasive, highly accurate, and efficient solution for early diagnosis and improved 

V. CONCLUSION 

This study demonstrates the potential of machine learning, in this case, the XGBoost algorithm, in the accurate 

classification of sleep disorders based on MRI scan analysis. With an accuracy of 97%, the model constructed 

outperforms traditional classification methods by a wide margin, thus being an effective and reliable diagnostic
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The integration of MRI-derived feature extraction methods, including texture, shape, and volumetric analysis, enhances 

the performance of the model in the detection of structural abnormalities associated with sleep disorders. Additionally, 

the use of Principal Component Analysis (PCA) enables computational efficiency through the preservation of essential 

information with dimensionality reduction.The results confirm that XGBoost accurately predicts different sleep 

disorders, i.e., sleep apnea and insomnia, with greater than 96% classification accuracy. The analysis of the confusion 

matrix shows that the model performs well in eliminating misclassifications, thereby becoming more robust and 

reliable. Utilization of K-fold cross-validation guarantees that the model is strongly generalizable for different datasets, 

thereby offering few chances for overfitting. Compared to classical classifiers such as Support Vector Machines (SVM) 

and Random Forest, XGBoost works better in handling complex MRI data. 

Interpretability remains a principal area of emphasis, with SHAP values providing clues regarding the most significant 

brain areas affecting classification results. Prefrontal cortex and hippocampus are found to be major constituents, as 

reported in earlier neurological research on sleep disorders. Though there are certain instances of small 

misclassifications due to proximity of features among disorders, the model has consistent high precision and recall 

rates, and it proves to be an effective clinical tool. Implementation of the trained model in a simulated clinical 

environment acts to validate its practicality. The system offers a rapid and non-invasive means of early diagnosis within 

0.9 seconds. Preliminary feedback by clinicians points to its ease of use and likely integration into medical practice. 

Reducing diagnostic time by 47%, the approach is a leap forward in the diagnosis of sleep disorders.This study 

highlights the growing role of machine learning in the field of medical imaging, offering a scalable and efficient 

method for the classification of sleep disorders. Future studies should take into account the fusion of multimodal data, 

such as fMRI and EEG, to further enhance diagnostic accuracy. The findings enable advancements in AI-based 

innovations in healthcare, thus improving early detection, treatment planning, and patient outcomes. 
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