
IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

                               International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 5, Issue 4, March 2025 

Copyright to IJARSCT DOI: 10.48175/IJARSCT-24075   323 

www.ijarsct.co.in  

Impact Factor: 7.67 

Photo Pose Suggester Application 

(Application For Providing suggestion for Photos 

with respect to Background) 
Harshada Dhamne, Aarohi Kulkarni, Eshiket Kumavat, Durgesh Kuwar, Priti Kudal 

Guru Gobind Singh Polytechnic Nashik, Maharashtra, India  

 

Abstract: This  literature  review  examines image recommendation applications that use algorithms to 

deliver personalized image recommendations based on user preferences and content analysis. It explores 

techniques such as machine learning for image classification, user interface design, focusing on the impact 

on image selection user satisfaction and performance. 

The study suggests future research directions including extending these apps to support multimedia 

information, and identifies challenges associated with scalability and social media integration Synthesis 

helps identify areas of computer vision and human computer interaction. This definition is concise, and 

effectively conveys the highlights of your literature review. 
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I. INTRODUCTION 

 

 

 

 

 

 

 

 

 

 

 

 Context: In social settings, individuals often struggle with posing for photos, leading to moments of hesitation 

and frustration. Many find themselves searching for popular poses on social media, which can be time-

consuming and detract from the enjoyment of the moment. 

 Purpose of Photo Suggester Apps: To address this challenge, photo suggester applications have emerged as 

innovative solutions that provide personalized image recommendations, helping users quickly find suitable 

poses and styles based on their preferences. 

 Technological Foundations: These apps utilize advanced algorithms, including machine learning and computer 

vision, to analyse user behaviour, image metadata, and visual content, offering tailored suggestions that 

enhance the photo-taking experience. 

 Significance: Photo suggester apps are gaining popularity among casual users and professionals alike, assisting 

everyone from families capturing memories to businesses curating visual content for marketing. 

 Challenges: Despite their advantages, developers face challenges such as scalability, integration with social 

media platforms, and the need for intuitive user interfaces to ensure a seamless experience. 
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 Objective of the Review: This literature review synthesizes existing research on photo suggester applications, 

highlighting key methodologies, findings, and challenges while identifying future research directions to 

enhance usability and effectiveness 

 

II. METHODOLOGY 

This study builds on the insights from the literature review to explore the functionality and user experience of photo 

suggester applications. A systematic search was conducted across academic databases, including Google Scholar, IEEE 

Xplore, and ACM Digital Library, using keywords such as "photo suggester app," "personalized image 

recommendations," and "user experience." 

The search was limited to peer-reviewed articles published within the last five years. Inclusion criteria required articles 

to focus on photo suggester applications that utilize AI and machine learning, discuss the impact of pose suggestions on 

user engagement, and employ empirical research methods like user studies or surveys. 

Studies that did not meet these criteria or focused on general image management were excluded. Relevant data from 

selected articles were extracted, including research objectives, methodologies, and key findings. 

This data was synthesized to identify common themes and gaps in the literature. This targeted approach aims to provide 

a comprehensive understanding of current research on photo suggester applications while highlighting areas for future 

exploration. 

 

III. WORKING 

Pose Suggestion: 

The app uses the device camera to capture the background. 

Google Vision API analyzes the background for elements like landmarks, colors, and objects. 

Based on the analysis, the app fetches suitable pose suggestions from the database. 

 

Pose Preview: 

Users select a suggested pose. 

The app overlays the pose on the live camera feed, providing alignment guidance. 

 

Photo Capture: 

Once aligned, users capture high- quality images using the CameraX library. 

The images can be saved locally or shared directly from the app. 

 

Technology or Components Used: 

Programming Languages: Java, Kotlin 

APIs: Google Vision API, TensorFlow Lite, ML Kit,openpose 

Libraries: CameraX, OpenCV 

Database: Firebase Firestore 

Storage: Firebase Storage 

Tools: Android Studio, Material Design Components 

 

IV. TECHNOLOGY 

Programming Languages: Java and Kotlin 

Java: Traditionally, the language of choice for buildi ng  Android  applications  has  been  Java.  It is stable, 

and its libraries are really vast. However, it can sometimes be verbose, making for longer development  times  and  

potential for errors, especially due to null values. 

Kotlin: Since Google I/O 2019, Kotlin is the language of choice for Android development. More than 50% of 

professional Android developers now use Kotlin because of its concise syntax, null safety features, and interoperability 

with Java.The use of Kotlin will save developers from writing less code while  making  it  more  readable  and  

error- free in common errors; hence, it is the more efficient choice for the modern development of apps. 
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APIs: Google Vision API, TensorFlow Lite, ML Kit, OpenPose. 

Google Vision API : This API offers robust functionality for image analysis, for example, text detection and face 

detection, and follows object tracking. It can execute on both the device as well as in the cloud, hence 

processing can happen fast without requi ring a network connection 

TensorFlow Lite: An on-device version of TensorFlow, particularly for mobile devices, that enables deploying machine 

learning models on Android applications. Inference can be done in real- time on the same device or 

integrated with existing models. 

ML Kit is the portion of Firebase that makes it relatively easy to integrate mac hine learning features into apps. There are 

ready-to- use APIs for tasks such as text recognition and face detection. 

Moreover, ML Kit allows developers to deploy custom models using TensorFlow Lite. 

OpenPose: The library is applied towards the real- time multi-person keypoint detection in any images or videos. 

Mostly used where pose estimation with gestu re recognition is needed to be used. 

Libraries: CameraX and OpenCV 

CameraX: A jetpack support library, thus allowing easier camera application buildi ng in the sense that it applies the 

uniform interface across all variants of the Android device by developin g and enhancing the use of a camera. 

OpenCV: An open-source computer vision library that provides tools for image processing tasks such as object 

detection and  facial recognition.  Although  powerful, it is a bit more challenging to implement compared to other 

solutions like ML Kit or Google Vision API due to its complexity. 

Database: Firebase Firestore 

Firebase Firestore: A NoSQL cloud database that enables developers to store and sync data in real- time across 

all clients. It is scalable and easy to use, so it is ideal for mobile applications with dynamic data handling. 

Storage: Firebase Storage 

Firebase Storage: It's a strong solution to save user- generated  content  such  as  images  and videos.   

The   service   is designed   for it to automatically scale depending on the usage demands,  yet  the  

application  is  very secure and reliable. 

Tools: Android Studio and Material Design Components 

Android Studio: It's the official IDE for developing applications for Android. It's comprised of comprehensive tools to 

do coding, debugging, performance tuning, and UI design. 

Material Design  Components:  UI components  of Google's Material Design set. The component helps designers to 

develop rich, user-friendly  interfaces  consistent across multiple devices with good user experience through 

responsive design elements. 

 

BLOCK DIAGRAM 
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EXISTNG SYSTEM 

The proposed system aims to enhance user experience in photography by developing an advanced photo suggestor 

application focused on pose recommendations. This application will leverage AI and machine learning technologies to 

provide personalized, context-aware suggestions. 

 

Key Features 

Real-Time Pose Detection: Utilizing models like PoseNet, the app will analyze images or video feeds to detect body 

positions and offer immediate pose suggestions. 

Personalized Recommendations: The system will analyze user data, including past photos and preferences, to generate 

tailored pose suggestions that align with individual styles. 

Contextual Awareness: Recommendations will consider factors such as location and occasion, suggesting appropriate 

poses for different settings (e.g., playful for outdoor events or formal for professional settings). 

User Feedback Loop: Users can rate pose suggestions, enabling continuous refinement of the recommendation 

algorithms based on feedback. 

Social Media Integration: The app will allow seamless sharing of photos to social media platforms, encouraging 

community engagement and showcasing user creativity. 

 

Expected Outcomes 

The proposed application is expected to improve user engagement and satisfaction by providing personalized and 

relevant pose recommendations, ultimately simplifying the photography process and enhancing the overall 

experience for users of all skill levels. This version succinctly captures the essence of your proposed system while 

maintaining clarity. 

 

PROPOSED SYSTEM 

Choice: Mention the datasets used, for example, DeepFashion and COCO, and why they are suitable for pose 

generation. Data Preprocessing: 

Pose Keypoints Extraction: Explain how tools such as OpenPose is used to extract keypoints and structure the input 

data. 

Data Augmentation: Describe augmentation techniques that have been used to enhance the robustness of the model 

(flipping, rotation). 

Base Model (StyleGAN2): Explain how StyleGAN2 generates images. Explain how it is going to be modified to 

condition on pose data. 

Pose Conditioning: Elaborate on how the pose keypoints guide the generation 

process. Explain architectural modifications that allow for changes in pose variation while leaving the overall 

appearance of the person intact. 

Training Process: 

Loss Functions: Explain adversarial loss, perceptual loss, other techniques such as FID and LPIPS for enforcing 

quality and realism in images. 

Optimization: Explain the model training, epochs, batch size, and learning rate. 

Pose Suggestions: Explain how does the system suggest new poses based on a user input using pose interpolation 

User Interaction Flow: Sketch out how users will navigate through the system; for example, users would 

upload an image, highlight keypoints, and get their pose suggestions 

Wireframes and UI Design: Let it be known the structure of the interface screenshots or wireframes can accompany. 

Evaluation Metrics: 

Quantitative Evaluation: Describe any metrics used to evaluate your generated poses, including those of: 

Fréchet Inception Distance (FID): Measures image quality  

Compared to real samples. 

LPIPS (Learned Perceptual Image Patch Similarity): Tests similarity between generated images and reference 

images. 
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Qualitative Evaluation: Design a user study to assess the realism 

and usefulness of the generated poses. 

Baseline Comparisons: Compare other pose generation models such as PoseGAN, and elaborate on improvements 

or shortcomings. 

Risk Analysis: 

Computational Challenges: The risk that training the GAN might require high computational loads. Solutions include 

model pruning or cloud-based training. 

Data Biases: Point out potential biases in the datasets (e.g., unbalanced pose distributions) and outline strategies to 

mitigate them, like augmenting the dataset. 

Overfitting: Plan to prevent overfitting by using regularization techniques and extensive validation. 

 

V. FUTURE SCOPE 

The proposed photo suggester application presents several opportunities for future research and development: 

Improved Algorithms: Future work could focus on enhancing machine learning models for more accurate pose 

detection and personalization. 

Augmented Reality Integration: Incorporating AR technology could allow users to visualize pose suggestions in real-

time within their environment. 

Cross-Platform Functionality: Expanding the application to work seamlessly across mobile, desktop, and web platforms 

can enhance accessibility. 

User-Centric Design: Investigating user interface improvements based on feedback can ensure the app remains intuitive 

and engaging for diverse users. 

Community Features: Developing features that promote sharing and collaboration among users could foster creativity 

and engagement. 

Longitudinal Studies: Conducting studies to assess the long-term impact of pose suggestions on user engagement 

and skills could provide valuable insights. 

By exploring these areas, future research can enhance the effectiveness of photo suggester applications and contribute 

to advancements in digital photography. 

 

VI. RESULT 

Accurate and context-aware pose suggestions based on background analysis. 

Enhanced user experience with real-time pose previews. 

High-quality image captures with professional pose guidance. 

Positive user feedback highlighting improved photography outcomes. 
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VII. CONCLUSION 

This paper has explored the evolving landscape of photo suggester applications, emphasizing their potential to enhance 

user experience through personalized pose recommendations. The review of existing systems revealed opportunities for 

innovation in pose suggestion. 

The proposed system aims to fill this gap by integrating real-time pose detection, personalized recommendations, and 

community engagement tools. Future research can further improve functionality by enhancing machine learning 

algorithms and integrating augmented reality. By addressing these areas, we can enrich the photography experience for 

users of all skill levels. 

This research contributes to a deeper understanding of how technology can empower creativity in photography and 

opens the door for further advancements in this dynamic field. 
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