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Abstract: Millions of devices with sensors and actuators linked via wired or wireless channels for 

transmission of data make up the Internet of Things (IoT). In years to come, the amount of data that these 

devices release will grow substantially. In such a setting, machine learning algorithms can be important in 

maintaining biotechnology-based verification and security, as well as in detecting errors to enhance the 

security and usability of Network of Things systems. Attackers, on the other hand, use machine learning 

algorithms to take advantage of issues in intelligent IoT-based systems. Inspired by this, in this research, we 

suggests using machine learning to detect spam so as protect IoT devices. This approach assesses five 

machine learning models with an array of measured. 
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I. INTRODUCTION 

1.1 Target  

The main objectives of this research are to provide an extensive and comprehensive evaluation of the state of the art in 

the field of review spam detection using a range of machine learning techniques and to establish a methodology for 

future study.  

The Internet of Things (IoT) allows possible for real-world items to implement and merge regardless of their 

geographical locations. To resolve security threats such intrusions, spoofing attacks, DoS attacks, jamming, 

eavesdropping, spam, and malware, IoT applications need to protect user privacy.  

 

1.2 SCOPE 

This project's primary goals are to provide an extensive and extensive evaluation of the state of the art in the field of 

review spam detection using a range of machine learning techniques and to establish a methodology for future study. 

The Internet of Things (IoT) makes it possible for real-world items to implement and combine irrespective of their 

geographical locations. Privacy and protection measures are essential yet difficult to implement in such a network 

management and control environment. To resolve security threats such intrusions, spoofing attacks, DoS attacks, 

jamming, eavesdropping, spam, and malware, IoT applications need to protect user privacy. For instance, wearable 

technology should protect privacy by collecting and transmitting user health data to a linked smartphone. It has been 

located. 

 

II. SYSTEM ANALYSIS 

2.1 CURRENT SYSTEM  

 Denial of service (DDoS) attacks: To prevent IoT devices from accessing different services, the attackers may 

attack the target database with unexpected queries. DDoS has the ability to consume all of the service 

provider's resources.  

 RFID attacks: These are attacks that target an Internet of Things device's physical layer. Common attacks that 

can occur at the sensor node include brute-forcing cryptography keys, attacks on availability, attacks on 

authenticity, and attacks on secret.  
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 Internet attacks: To access a variety of resources, the IoT device can maintain an Internet connection. 

Spamming strategies are used by those who wish to obtain information from other systems or to increase the 

number of visits to their target website. NFC attacks: The primary focus of these attacks is electronic payment 

fraud. Eavesdropping, tag change, and unencrypted traffic are the potential attacks.  

 Conditional privacy protection is the answer to this issue. Thus, the attacker is unable to utilize the user's 

public key to generate the identical profile. The trusted service manager's random public keys serve as a basis 

for this concept.  

 

2.1.1 DISADVANTAGES OF THE EXISTING SYSTEM 

 The system is less effective in the current work because it does not use a machine learning framework for 

spam detection in the Internet of Things.  

 This system performs worse, making it obvious that supervised machine learning techniques are not present.  

 

2.2 PROBLEM STATEMENT  

 In order to address security threats such malware, spam, eavesdropping, jamming, spoofing, and DoS attacks, 

IoT applications have to protect user privacy.  

 IoT device safety procedures vary depending on the size and kind of enterprise implementing them.  

 

2.3 THE PROPOSED SYSTEM  

Smart devices have become essential in the digital world. There should be no spam in the data that is recovered from 

these devices.  

Since the data is gathered from multiple domains, retrieving it from different IoT devices is a significant difficulty.  

Because the Internet of Things involves numerous devices, a vast amount of mixed and varied data is generated.  

Here, spam in specific IoT devices is detected using support vector machines.  

This data can be referred to as IoT data. Real-time, multi-source, sparse, and rich data are some of the characteristics of 

IoT data.  

Here, we illustrate the reliability of an IoT device under different conditions using the Randomforest method.  

1) Five distinct machine learning models are used to validate the suggested spam detection strategy.  

2) A proposed technique calculates each model's spamicity score, which is subsequently utilized for intelligent 

decision-making and detection.  

3) The reliability of IoT devices is examined using various evaluation criteria based on the spamicity score calculated in 

the preceding step.  

The goal is to fix the problems with the IoT devices that are installed in homes. However, the recommended method 

takes into account every element of data engineering before confirming it using machine learning models.  

 

2.3.1 PROPOSED SYSTEM ADVANTAGES  

Five distinct machine learning models are used to validate the suggested spam detection technique.  

 An method is suggested to calculate each model's spam city score, which is thereafter utilized for detection and 

wise decision-making.  

 Using multiple states evaluation measures, the dependability of IoT devices is investigated based on the spam 

city score calculated in the previous phase.  

 

III. RELATED WORK 

IoT systems, which include networks, services, and devices, are exposed to privacy leaks as well as network, physical, 

and application threats.  

1) Denial of service (DDoS) attacks: To stop IoT devices from accessing a variety of services, the attackers will 

bombard the target data with unwanted requests. Typically, these fraudulent queries generated by an IoT device 
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network are referred to as bots. DDoS will use up every resource the service provider h

blocking genuine users, it can render network resources unavailable. 

2) RFID attacks: These are the attacks that are required at the IoT device's physical layer. The device's integrity is 

compromised as a result of this attack. Attackers promise to alter the data while it is being transmitted over the network 

or while it is stored on the node. Common attacks that can be launched against the sensing element node include brute

forcing cryptography keys, attacks on availability, 

access management, and parole protection are some of the protections against such attacks. 

3) Web attacks: To access a variety of resources, the IoT device will remain linked to the In

agency employs spamming techniques in order to obtain data from other systems or to make sure that their target 

website is continuously viewed 

[4]. Ad fraud is a typical technique used for something similar. For money

clicks at a specific website. Such a dynamic group is regarded as cybercriminals. 

[5] if applicable, close to field communication (NFC).NFC harms: These attacks are mostly connected to unauthorized 

electronic payments. Eavesdropping, tag modification, and unencrypted traffic are the possible crimes. The conditional 

privacy protection is the solution to this disadvantage. 

As a result, the criminal is unable to create a comparable profile using the user's public key

[6]. This model uses a reliable service manager to generate random public keys.

 

This work's major contributions are the collection of SPAM datasets from the Kaggle website and the deployment of 

deep learning techniques for spam detection in IOT d

Steps 

1. To begin, download the EEG dataset from the Kaggle website, a major provider of machine learning repositories and 

datasets for study.  

2. Proceed with the data preprocessing, which includes handling missing data and eliminating null values. 

3. Next, extract the features of the data and assess the independent and dependent variables. 

4. Next, use the deep learning (LSTM) approach

5. Next, create a confusion matrix and display every projected class, including false negative, true positive, and false 

positive.  

6. Next, determine the performance characteristics in terms of accuracy, precision, recall, F_measure

using the standard formulas.  
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network are referred to as bots. DDoS will use up every resource the service provider has to provide. In addition to 

blocking genuine users, it can render network resources unavailable.  

2) RFID attacks: These are the attacks that are required at the IoT device's physical layer. The device's integrity is 

k. Attackers promise to alter the data while it is being transmitted over the network 

or while it is stored on the node. Common attacks that can be launched against the sensing element node include brute

forcing cryptography keys, attacks on availability, attacks on credibility, and attacks on privacy. Encryption, controlled 

access management, and parole protection are some of the protections against such attacks.  

3) Web attacks: To access a variety of resources, the IoT device will remain linked to the Internet. The United Nations 

agency employs spamming techniques in order to obtain data from other systems or to make sure that their target 

[4]. Ad fraud is a typical technique used for something similar. For money-making purposes, it creates the replacement 

clicks at a specific website. Such a dynamic group is regarded as cybercriminals.  

[5] if applicable, close to field communication (NFC).NFC harms: These attacks are mostly connected to unauthorized 

esdropping, tag modification, and unencrypted traffic are the possible crimes. The conditional 

privacy protection is the solution to this disadvantage.  

As a result, the criminal is unable to create a comparable profile using the user's public key 

s model uses a reliable service manager to generate random public keys. 

IV.  METHODOLOGY 

This work's major contributions are the collection of SPAM datasets from the Kaggle website and the deployment of 

deep learning techniques for spam detection in IOT device applications  

 
Figure 1: Flow Chart 

To begin, download the EEG dataset from the Kaggle website, a major provider of machine learning repositories and 

2. Proceed with the data preprocessing, which includes handling missing data and eliminating null values. 

3. Next, extract the features of the data and assess the independent and dependent variables.  

4. Next, use the deep learning (LSTM) approach-based classification method.  

5. Next, create a confusion matrix and display every projected class, including false negative, true positive, and false 

6. Next, determine the performance characteristics in terms of accuracy, precision, recall, F_measure
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as to provide. In addition to 

2) RFID attacks: These are the attacks that are required at the IoT device's physical layer. The device's integrity is 

k. Attackers promise to alter the data while it is being transmitted over the network 

or while it is stored on the node. Common attacks that can be launched against the sensing element node include brute-

attacks on credibility, and attacks on privacy. Encryption, controlled 

ternet. The United Nations 

agency employs spamming techniques in order to obtain data from other systems or to make sure that their target 

oses, it creates the replacement 

[5] if applicable, close to field communication (NFC).NFC harms: These attacks are mostly connected to unauthorized 

esdropping, tag modification, and unencrypted traffic are the possible crimes. The conditional 

This work's major contributions are the collection of SPAM datasets from the Kaggle website and the deployment of 

To begin, download the EEG dataset from the Kaggle website, a major provider of machine learning repositories and 

2. Proceed with the data preprocessing, which includes handling missing data and eliminating null values.  

5. Next, create a confusion matrix and display every projected class, including false negative, true positive, and false 

6. Next, determine the performance characteristics in terms of accuracy, precision, recall, F_measure, and error rate 
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V. RESULTS OF SIMULATION

The recommended calculation is executed out using Python Spyder 3.7. The tools available in Spyder Climate for 

different strategies are supported by the sklearn, numpy, pandas, matp

Figure 2: Original dataset in .csv file

The dataset, which was obtained from the Kaggle machine learning platform, is displayed in figure 2.

The total number of IOT devices is shown in Figure 3 in a monthly basis. The months are January through December. 

Figure 4: Predicted and actual data

Predicted and actual data from the provided dataset are displayed in Figure 4. The result graph makes i

majority of the data had been expected.  
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V. RESULTS OF SIMULATION 

The recommended calculation is executed out using Python Spyder 3.7. The tools available in Spyder Climate for 

different strategies are supported by the sklearn, numpy, pandas, matplotlib, pyplot, seaborn, and os libraries.

Figure 2: Original dataset in .csv file 

The dataset, which was obtained from the Kaggle machine learning platform, is displayed in figure 2.

Figure 3: IOT device with month 

The total number of IOT devices is shown in Figure 3 in a monthly basis. The months are January through December. 

Figure 4: Predicted and actual data 

Predicted and actual data from the provided dataset are displayed in Figure 4. The result graph makes i
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The recommended calculation is executed out using Python Spyder 3.7. The tools available in Spyder Climate for 

lotlib, pyplot, seaborn, and os libraries. 

 

The dataset, which was obtained from the Kaggle machine learning platform, is displayed in figure 2. 

 

The total number of IOT devices is shown in Figure 3 in a monthly basis. The months are January through December.  

 

Predicted and actual data from the provided dataset are displayed in Figure 4. The result graph makes it clear that the 
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Energy prediction is shown in Figure 5. The graphical representation of the initial and expected energy is displayed. 

 

IOT devices are tiny sensors that collect data from the environment and send it to a base station or centralized server. 

However, some attackers may hack these sensors and then inject false information, which will be sent to the base 

station and may cause it to make a mistaken decision. For instance, if a health care sensor is attached to a

and sends information about the patient's heart condition to the hospital server, the hospital may prescribe the wrong 

medication to the patient if the attacker hacks and sends false information.

This sensor could be used for temperature monitoring in agriculture, home monitoring, or anything else. To secure such 

sensor data, the author is assessing the effectiveness of five machine learning algorithms

Model, Boosted Linear Model, Extreme Gradient Boosting, Bagged Model, and Generalized Linear Model with 

Stepwise Feature Selection. All four of the first algorithms are being implemented, and the PCA features selection 

method is being added for the final algorithm. 

The REFIT Smart Home dataset, which includes information on IOT signals and certain normal and spam properties, 

was used by the author to construct this project. We will use this dataset to train all of the algorith

before calculating the scores of attack and normal signals

  

The dataset screen grab is shown below:  

The dataset column names are shown in the first row of the next screen, followed by the dataset values in the following 

rows, and the class labels Normal or SPAM in the final column for each row. 
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Figure 5: Energy Prediction 

Energy prediction is shown in Figure 5. The graphical representation of the initial and expected energy is displayed. 

 
Table 1: Result Comparison 

VI. SYSTEM DEVELOPMENT 

IOT devices are tiny sensors that collect data from the environment and send it to a base station or centralized server. 

However, some attackers may hack these sensors and then inject false information, which will be sent to the base 

use it to make a mistaken decision. For instance, if a health care sensor is attached to a

and sends information about the patient's heart condition to the hospital server, the hospital may prescribe the wrong 

he attacker hacks and sends false information. 

This sensor could be used for temperature monitoring in agriculture, home monitoring, or anything else. To secure such 

sensor data, the author is assessing the effectiveness of five machine learning algorithms: Bayesian Generalized Linear 

Model, Boosted Linear Model, Extreme Gradient Boosting, Bagged Model, and Generalized Linear Model with 

Stepwise Feature Selection. All four of the first algorithms are being implemented, and the PCA features selection 

is being added for the final algorithm.  

The REFIT Smart Home dataset, which includes information on IOT signals and certain normal and spam properties, 

was used by the author to construct this project. We will use this dataset to train all of the algorithms mentioned above 

before calculating the scores of attack and normal signals 

The dataset column names are shown in the first row of the next screen, followed by the dataset values in the following 

rows, and the class labels Normal or SPAM in the final column for each row.  
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Energy prediction is shown in Figure 5. The graphical representation of the initial and expected energy is displayed.  

IOT devices are tiny sensors that collect data from the environment and send it to a base station or centralized server. 

However, some attackers may hack these sensors and then inject false information, which will be sent to the base 

use it to make a mistaken decision. For instance, if a health care sensor is attached to a  patient's body 

and sends information about the patient's heart condition to the hospital server, the hospital may prescribe the wrong 

This sensor could be used for temperature monitoring in agriculture, home monitoring, or anything else. To secure such 

: Bayesian Generalized Linear 

Model, Boosted Linear Model, Extreme Gradient Boosting, Bagged Model, and Generalized Linear Model with 

Stepwise Feature Selection. All four of the first algorithms are being implemented, and the PCA features selection 

The REFIT Smart Home dataset, which includes information on IOT signals and certain normal and spam properties, 

ms mentioned above 

The dataset column names are shown in the first row of the next screen, followed by the dataset values in the following 
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Figure 6. shows the dataset column names in the first row

Normal and SPAM in the last column.

All machine learning algorithms are trained on the normal and spam labels in the last column of the screen that follows. 

The trained model then analyzes fresh test data to determine whether the request is normal or spam, dropping the packet 

and providing security if it is. 

Figure 7. shows the normal and spam labels in the last column of the screen above. All machine learning algorithms are 

trained using this data, and the trained model then analyzes fresh test data to determine whether the request is normal or 

SPAM. If it is spam, the packet is dropped and security is offered.

We have created the following modules in order to carry out this project: 

Utilizing this module, we will upload the smart home dataset to the application.

Preprocess Dataset: this module will read the entire dataset and then clean it up by replacing any missing values with 0. 

Run Features Selection Algorithm: by applying the PCA feat

choose only the most significant features and exclude the less significant ones, leaving the application with only the 

most crucial data for ML algorithm training. 

Divide the dataset into train and test, with the application using 80% of the dataset for training and 20% for testing. Run 

the Bagged Model Algorithm: this module will train the Bagged Model using 80% of the dataset, then apply the trained 

model to 20% of the dataset to predict a label. 

predicted label with the original data.  

Using this module, we will train the Bayesian Generalized Linear Model algorithm on 80% of the dataset. Then, we 

will apply the trained model on 20% of the dataset to predict a label, which will be compared to the original data to 

determine the accuracy and spam score.  
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Figure 6. shows the dataset column names in the first row, the dataset values in the following rows, and the class labels 

Normal and SPAM in the last column. 

All machine learning algorithms are trained on the normal and spam labels in the last column of the screen that follows. 

esh test data to determine whether the request is normal or spam, dropping the packet 

Figure 7. shows the normal and spam labels in the last column of the screen above. All machine learning algorithms are 

is data, and the trained model then analyzes fresh test data to determine whether the request is normal or 

SPAM. If it is spam, the packet is dropped and security is offered. 

We have created the following modules in order to carry out this project:  

ing this module, we will upload the smart home dataset to the application. 

Preprocess Dataset: this module will read the entire dataset and then clean it up by replacing any missing values with 0. 

Run Features Selection Algorithm: by applying the PCA features selection algorithm to the dataset, this module will 

choose only the most significant features and exclude the less significant ones, leaving the application with only the 

most crucial data for ML algorithm training.  

test, with the application using 80% of the dataset for training and 20% for testing. Run 

the Bagged Model Algorithm: this module will train the Bagged Model using 80% of the dataset, then apply the trained 

model to 20% of the dataset to predict a label. The accuracy and spam score will be determined by comparing the 

Using this module, we will train the Bayesian Generalized Linear Model algorithm on 80% of the dataset. Then, we 

will apply the trained model on 20% of the dataset to predict a label, which will be compared to the original data to 
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, the dataset values in the following rows, and the class labels 

All machine learning algorithms are trained on the normal and spam labels in the last column of the screen that follows. 

esh test data to determine whether the request is normal or spam, dropping the packet 

 
Figure 7. shows the normal and spam labels in the last column of the screen above. All machine learning algorithms are 

is data, and the trained model then analyzes fresh test data to determine whether the request is normal or 

Preprocess Dataset: this module will read the entire dataset and then clean it up by replacing any missing values with 0.  

ures selection algorithm to the dataset, this module will 

choose only the most significant features and exclude the less significant ones, leaving the application with only the 

test, with the application using 80% of the dataset for training and 20% for testing. Run 

the Bagged Model Algorithm: this module will train the Bagged Model using 80% of the dataset, then apply the trained 

The accuracy and spam score will be determined by comparing the 

Using this module, we will train the Bayesian Generalized Linear Model algorithm on 80% of the dataset. Then, we 

will apply the trained model on 20% of the dataset to predict a label, which will be compared to the original data to 
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Using this module, we will train a boosted linear model using 80% of the dataset. Then, we will apply the trained model 

to 20% of the dataset to predict a label, which will be compared to the original data to determine the accuracy and spam 

score.  

Using this module, we will train the Extreme Gradient Boosting algorithm on 80% of the dataset. Then, we will apply 

the trained model on 20% of the dataset to predict a label, which will be compared to the original data to determine the 

accuracy and spam score.  

Plotting the accuracy of each method will allow us to compare them using the All Algorithms Comparison Graph 

module.  

 

Double-clicking the "run.bat" file will launch the project and display the screen below. Click the "Up

Dataset" button in the screen below to upload the dataset to the application and view the screen below.

Figure 8: Choose and upload smart home data on the above screen, then click the "Open" button to load the dataset and 

After choosing and uploading smart home data in the screen below, click the "Open" button to load the dataset and see 

the output below.  

 

Figure 9: After choosing and uploading smart home data, click the "Open" button to load the dataset and obt

IJARSCT  ISSN (Online) 2581

   

International Journal of Advanced Research in Science, Communication and Technology

Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal

Volume 5, Issue 3, January 2025 

DOI: 10.48175/IJARSCT-23139   

  

Using this module, we will train a boosted linear model using 80% of the dataset. Then, we will apply the trained model 

to 20% of the dataset to predict a label, which will be compared to the original data to determine the accuracy and spam 

Using this module, we will train the Extreme Gradient Boosting algorithm on 80% of the dataset. Then, we will apply 

the trained model on 20% of the dataset to predict a label, which will be compared to the original data to determine the 

Plotting the accuracy of each method will allow us to compare them using the All Algorithms Comparison Graph 

VII. OUTPUT SCREENS 

clicking the "run.bat" file will launch the project and display the screen below. Click the "Up

Dataset" button in the screen below to upload the dataset to the application and view the screen below.

Figure 8: Choose and upload smart home data on the above screen, then click the "Open" button to load the dataset and 

obtain the output below. 

After choosing and uploading smart home data in the screen below, click the "Open" button to load the dataset and see 

Figure 9: After choosing and uploading smart home data, click the "Open" button to load the dataset and obt

output shown below. 
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Using this module, we will train a boosted linear model using 80% of the dataset. Then, we will apply the trained model 

to 20% of the dataset to predict a label, which will be compared to the original data to determine the accuracy and spam 

Using this module, we will train the Extreme Gradient Boosting algorithm on 80% of the dataset. Then, we will apply 

the trained model on 20% of the dataset to predict a label, which will be compared to the original data to determine the 

Plotting the accuracy of each method will allow us to compare them using the All Algorithms Comparison Graph 

clicking the "run.bat" file will launch the project and display the screen below. Click the "Upload Smart Home 

Dataset" button in the screen below to upload the dataset to the application and view the screen below. 

 
Figure 8: Choose and upload smart home data on the above screen, then click the "Open" button to load the dataset and 

After choosing and uploading smart home data in the screen below, click the "Open" button to load the dataset and see 

 

Figure 9: After choosing and uploading smart home data, click the "Open" button to load the dataset and obtain the 
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The dataset loaded in the following screen has some non

must preprocess the data to assign an integer id to transform the non

 

Figure 10. After loading the dataset, we can see that it includes some non

this reason, we must preprocess the data by assigning an integer id to transform the non

The full dataset has been converted to num

total. Click the "Run Features Selection Algorithm" button to apply PCA to the dataset in order to pick key features, 

and the output is shown below. 

Figure 11 shows the whole dataset converted to numeric format. It has 11 columns and features in total. Click the "Run 

Features Selection Algorithm" button to apply PCA on the dataset in order to pick key features, and the output is shown 

below.  

The following screen shows that, following PCA, the size of the dataset has been reduced to 10 key features. It 

comprises 1664 records, of which 80% (1331) are used for training and 20% (333) are used for testing. The train and 

test data are now ready, and clicking the "Run Bagged Model Algori

data above and provide a score graph and accuracy values.
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The dataset loaded in the following screen has some non-numeric data, which ML would not accept. Therefore, we 

must preprocess the data to assign an integer id to transform the non-numeric data to numeric. 

ading the dataset, we can see that it includes some non-numeric data that ML would not accept. For 

this reason, we must preprocess the data by assigning an integer id to transform the non-numeric data to numeric. 

The full dataset has been converted to numeric format in the screen below, and it includes 11 columns and features in 

total. Click the "Run Features Selection Algorithm" button to apply PCA to the dataset in order to pick key features, 

aset converted to numeric format. It has 11 columns and features in total. Click the "Run 

Features Selection Algorithm" button to apply PCA on the dataset in order to pick key features, and the output is shown 

wing PCA, the size of the dataset has been reduced to 10 key features. It 

comprises 1664 records, of which 80% (1331) are used for training and 20% (333) are used for testing. The train and 

test data are now ready, and clicking the "Run Bagged Model Algorithm" button will train the Bagged model using the 

data above and provide a score graph and accuracy values. 
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numeric data, which ML would not accept. Therefore, we 

 

numeric data that ML would not accept. For 

numeric data to numeric.  

eric format in the screen below, and it includes 11 columns and features in 

total. Click the "Run Features Selection Algorithm" button to apply PCA to the dataset in order to pick key features, 

 
aset converted to numeric format. It has 11 columns and features in total. Click the "Run 
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Figure 12. The dataset comprises 1664 records, with 80% (1331) records used for training and 20% (333) records for 

testing. As shown in the above screen, after applying PCA, the size of the features was reduced to 10 important 

features. The train and test data are now ready, and clicking the "Run Bagged Model Algorithm" button will train the 

Bagged model using the above data and provide a score grap

Normal class (0), while the attack class (1), and since the Bagged model can predict attacks from the dataset, both lines 

overlap. In the screen that follows, we obtained 97% accuracy with the Bagg

To train the algorithm and obtain the results below, close the graph above and click the "Run Bayesian Generalized 

Linear Model" button. 

 

Figure 13. We obtained 97% accuracy with the Bagged Model in the screen above, and the dashed line in the

represents the attack type, and both lines overlap since the bagged model can forecast attacks from the dataset. To train 

the algorithm and obtain the output below, close the graph above and click the "Run Bayesian Ge

Model" button.  

We obtained 97% accuracy and a score graph on the following screen with Boosted Linear. Close the graph above and 

click the "Run Extreme Gradient Boosting" button to train Extreme Boosting and obtain the output below

Figure 14. We obtained 86% accuracy and a score graph for the Bayesian algorithm in the screen above. Close the 

graph above and click the "Run Boosted Linear Model" button to train the boosted algorithm and obtain the output 

below.  

We obtained 97% accuracy and a score graph that predicted both regular and spam in the following screen with 

Extreme Boosting. Close the graph above and click the "All Algorithms Comparison Graph" button to view the 

comparison graph below. 
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Figure 15. We obtained 97 percent accuracy and a score graph on the above screen with Boosted Linear. Click "Run 

Extreme Gradient Boosting" to train Extreme Boosting and obtain the output below.

Figure 16. We obtained 97% accuracy and a score graph that predicted both regular and spam on

Extreme Boosting. Close the above graph and click the "All Algorithms Comparison Graph" button to view the 

comparison graph below.  

The x-axis in the graph below represents the names of the algorithms, the y

each different color bar represents a different metric. As we can see in the screen above, three of the four algorithms 

provide more than 95% accuracy, meaning that we can secure the data of IoT devices by using machine learning 

algorithms  

 

This study uses deep learning to propose an effective spam detection method for IOT devices. 

The Python spyder environment is used to conduct the simulation, and the findings indicate that the overall accuracy 

attained by the suggested work is 95.72%, compared to the prior 91.8 %. The suggested technique's error rate is 4.28 

percent, whereas the previous work's is 8.2 percent. Thus, it is evident from the simulation results that the suggested 

work outperformed the current effort by a wide margin. 
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