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Abstract: Face Detection plays an essential part in numerous operation exertion including facial 

identification, security systems, and commerce between people and computers. The prospect of face 

detection using machine learning shall be explored with main methodologies, which include the use of Haar 

cascades, CNNs, and SVMs. When comparing the methods, the study focuses on their performance within 

these criteria of accuracy, computational complexity, and reliability. The experimental findings show that 

CNNs have better accuracy, achieving high stability of results regardless of the conditions for classification. 

Also, the study discusses the applicability of these techniques to practical problems, the complexity and time 

required to execute methods, how the approaches can be scaled up and down depending on the problem’s 

characteristics. The results indicate that although different approaches like Haar falls are effective for the 

problem, they fail in more complicated and ever- changing surroundings. That is why, despite the fact that 

CNNs require greater computational resources, modern face detection systems are based on them due to 

their accuracy and versatility. 
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I. INTRODUCTION 

Facial recognition is used widely in today’s technologies in different ways Forming part of security interfaces, artificial 

intelligence, and voice recognition systems. In surveillance systems, it is useful in real- time identification of the 

individuals hence enhancing security. In the case of consumer electronics, face recognition is used in aspects similar as 

facial recognition for unleashing or discerned guests ’ gests. In social media or else in the photo management apps, it 

helps in tagging and searching the photos. Consequently, the frequency of using these applications rises and the 

development of Face recognition models have been enhanced. Face detection technology has, by now, passed through 

basic steps which have led to various improvements. Earlier methods where based on methods of simple image 

processing and later developing features on their own. As machine learning progressed, new complex forms of the 

algorithms that are data driven appears, which also tend to learn and develop on their own. The new age of Deep 

learning especially the convolutional neural network changed the course of the field to achieve tremendous accuracy 

with high robustness. 

This paper aims to compare different machine learning approaches to face detection: These are Haar Cascades, 

Convolutional Neural Networks (CNNs), and Support Vector Machines (SVMs). To this end, we intend to assess these 

approaches so that the effectiveness of the techniques within the different contexts can be determined, As a result, it 

becomes possible to point out the areas likely to be yielding optimum results as well as the areas that merit 

improvement. These aspects will include precision of the results, computational speed and effectiveness with various 

circumstances. 

 

II. LITERATURE SURVEY 

This paper starts the presentation of Multi-task Cascaded Convolutional Systems (MTCNN) which significantly 

upgraded confront discovery by foreseeing at the same time confront and point of interest areas by utilizing a multiple-

task learning strategy. It appeared advancement on the perspectives of surveyed precision and unwavering quality in the 

given strategy. [1] 
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To overcome this problem the researchers recommended the DSFD (Dual Shot Face Detector) this is achieved by using 

two different face detection networks, each of which detects faces of different scales. This particular approach of using 

the dual shots largely benefitted the perception in difficult datasets to a greater extent. [2] 

They developed SSH (Single Stage Headless) face detector which is fast and single- stage model for enhancing the 

point birth and it has no redundant subcaste added to it. It provided the lowest computational cost and got to the level of 

the state of the art. [3] 

The authors presented PyramidBox this is a context aiding single shot face detector. It consists of the pyramid structure 

that increases the accuracy of the detection when the sizes of the faces to be detected are small, and other context 

information relating to the face. [4] 

The group proposed RetinaFace, the solid single organize confront finder with the relapse unit that is required for the 

best arrangement of the confront. It rubs up in finding out the facial highlights of the protest in distinctive positions and 

stances. [5] 

In reaction to the issue, they counted four strategies of little confront discovery through FPN intertwined with setting 

modelling done through profound learning. The integration of the cross-scale highlights makes a difference to make 

changes to the offer when it comes to making changes to the detection’s exactness. [6] 

This work introduced the S^3FD, Single Shot Scale invariant Face Detector and was focused on the scale variance 

problem by building a scale fair structure to upgrade the face detection of different scales.[7] 

The given work introduced a new method by replacing the anchor in the detector with center, and scale predictors. This 

method assists in the elimination of the specified anchor boxes, which in turn improves the detection.[8] 

They presented detection architecture that is called FANet (Feature Agglomeration Networks); it accumulated features 

from different layers, which consequently improved the detectors’ performance under different scales and occlusions.[9] 

This paper introduced ASFD (Anchor-Free Single Shot Face Detector) for the first time and ASFD combines anchor-

free detection with stronger feature fusion methods to break through the face detection marker.[10] 

 

III. METHODOLOGY 

Haar Cascades, initiated by Viola and Jones in 2001 operate with trained and detectable types of face detection for 

proper cascade processing. 

Training: To train a Haar Cascade, you require samples in form of images which are definitely going to contain faces 

together with images that do not contain faces. From these, features such as edges and lines are obtained using the haar 

like features. These features are assessed through another mechanism known as AdaBoost which is an abbreviated form 

of Adaptive Boosting that boosts the learning of classifiers in association to the chosen features. 

Detection: In detection, a trained classifiers are used sequentially on different parts of an image separately. It permits to 

reject snappily areas that don't contain faces, so the computation coffers are used only in the vicinity of possible face 

positions. 

Pros and Cons: Haar Cascades are appreciated in its speed effectiveness that makes it ideal for real-time readiness 

such as video surveillance and facial recognition on devices with low computing power. But they can warrant the detailed 

history and different lighting conditions that may not allow achieving the stylish results occasionally. 

Figure 1:Haar Cascades 
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CNNs are particular kinds of deep learning solutions that are employed efficiently for several issues, including the 

image identification issue, for example, facial detection. Thus, it can be stated that, among the employed frequently 

CNN architectures, it is viable to speak of the layers that gradually identify representations originating from the input 

image, naturally decrease the dimensionality of the data, and, in the final stage, classify the extracted features. Because 

of such versatility, coupled with the fact that the CNN has a clear real-world application, few of the readily available 

networks are AlexNet, VGGNet, and ResNet. 

Training: When training a CNN one has to feed it with a large a set of images that's labelled. Updates iteratively are 

similar that the network minimizes the difference between the prognosticated weight and ground truth marker handed to 

the points in the network. Some of those particular approaches are Data Augmentation technique where, in aspect, the 

data is altered somehow or some other way to obtain a similar data set; the Dropout technique where in training there are 

certain connections between the layers that are made available randomly and the Batch Normalisation where in the 

inputs of each layer the normalization is done to avoid overfitting. 

Detection The facial landmarks and face identification is the first step, once that is done, a CNN takes an input image 

and excretes out a probability of places on the image that might contain a face. The postprocessing Ways include but 

aren't limited to the following; thenon-maximum repression this help in the reduction of the impact of the face being 

detected further than formerly on the image. 

Pros and Cons: CNNs have been reported due to high accuracy for their ability to handle with distortions concerning 

face pose, illumination along with occlusions. However, they are computationally very heavy methods and are not well 

suited for applications where actual computations have to be done an-line as present day mobiles and other low end 

devices exist. 

 
Figure 2: CNN identification 

Support Vector Machines (SVMs) are quite famous having to do with operations, for example, face recognition, and 

the like. The method to train SVM in this regard is to map areas of an image to feature vectors. They also gross other 

attributes of visualization importance like the Histogram of Oriented Gradients (HOG). The next step is applying the 

SVM algorithm to determine the most appropriate location of this detection or the hyperplane that altogether 

distinguishes the face regions from the no-face regions. 

Detection: In the case of the detection, the classifier based on Support Vector Machines (SVM) is assigned for the sliding 

windows moving over the input image. All the windows are scanned and then a comparison is made with the likelihood 

of a face being in the window that was learned by the program during the training phase. 

Pros and Cons: SVMs are praised for high accuracy of the model and moderate time requirement needed to compute 

the solutions. They are about relatively good for the moderately large data sets and are less sensitive for over training 

compared to that of some of the advance deep learning models. Still, there are some issues during the operation of 

background of scenes or occasionally faces incompletely covered can affect the performance. 
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Figure 3: Flowchart of SVM 

 

IV. RESULT AND DISCUSSION 

Dataset Collection and Model Training: In our study, we developed a graphical user interface (GUI) application for 

face recognition using Python's tkinter library. This application facilitates several key functions: user registration, 

capturing a dataset of 300 face angles per user, training a face recognition model, and real-time face detection and 

recognition with visual feedback  

Dataset Collection: The application captures a comprehensive dataset consisting of 300 images from varying angles 

for each registered user. This dataset ensures diversity in facial expressions, lighting conditions, and perspectives, 

which are crucial for robust model training. 

 

Figure 4: Dataset Collection 

Model Training: We utilized the collected dataset to prepare a Bolster Vector Machine (SVM) classifier, chosen for its 

viability in taking care of complex information and classification assignments. The preparing prepare included 

extricating highlights utilizing Histogram of Arranged Angles (Hoard) to capture special facial designs. The SVM was 

prepared to precisely recognize between diverse people based on these highlights. 

Face Recognition: During face recognition, the trained SVM classifier was deployed to process real-time video 

streams. Detected faces were highlighted with a green rectangle box overlaid on the video feed, providing immediate 

visual feedback upon successful recognition. This visual cue enhances user interaction and confidence in the system’s 

performance. 
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Figure 5 :Face Recognition 

Discussion: The viability of our confront acknowledgment application was assessed based on its precision in 

recognizing people over different real-world conditions. The utilize of a green rectangle box for visual criticism 

demonstrated compelling in signaling fruitful confront location and acknowledgment, contributing to the application's 

convenience and client encounter. 

In conclusion, our integrated approach of dataset collection, SVM-based model training, and real-time face recognition 

with visual feedback demonstrates a practical and effective solution for reliable face recognition applications. 

 
 

V. CONCLUSION 

As part of the Software GUI-based Face Recognition using Python with tkinter, it creates and captures large datasets such 

as users and trains a Support Vector Machine (SVM) to perform authentic real-time detection & recognition. Using 

histogram of oriented gradient (HOG) the Support Vector Machine performs a reliable recognition of people regardless of 

the lighting conditions and facial expressions. 

Highlighted on the videos, green rectangle boxes arouse the user’s engagement by displaying the facial recognition 

feedback instantly. 
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The successful implementation proves that the application works efficiently by reaching it’s the best distinction 

accuracy/svm processing time ratio between the alternatives such as Haar Cascades and (CNNs). Possible future 

developments may encompass improvements in real-time processing and/or the more extensive use of deep learning 

algorithms to expand the range of features to be found in the environment, such as facial expressions to detect emotions 

or product recommendations based on users’ preferences. 
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