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Abstract: Deep Learning is gaining a lot of attention due to the availability of high computation power 

and better optimization techniques, which has helped them to achieve accuracies greater than a human. 

To train supervised models we need to have a large amount of labeled data, which is not the case with 

unsupervised methods. Unsupervised learning methods benefit from the lack of necessity for labeled 

training data. Autoencoders are a very popular implementation of the unsupervised model. They learn 

only the most important features of the input; hence they can represent the data well. They can be used 

for many tasks like dimensionality reduction, anomaly detection, etc. This review aims to provide a basic 

idea about autoencoder, its variants, and applications. 
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I. INTRODUCTION 

   Artificial Intelligence can be referred to as the development of systems that are intelligent enough to make decisions 

like humans. There has been great progress in AI today due to the availability of high computation power and better 

optimization techniques. In recent years, Deep Learning has gained a lot of traction due to its high accuracy compared 

to other AI techniques. This is due to its ability to learn under unsupervised conditions. Unsupervised learning is 

gaining a lot of attention in recent years, as training deep learning models require a lot of training data, which is hard to 

create. 

   An autoencoder is a kind of deep learning network used to learn efficient data representation in an unsupervised 

manner. The expected output of an autoencoder is a representation that is close enough to the input. It is an 

unsupervised learning method, although technically, it is trained using supervised learning methods. The computing 

paradigm has now shifted from hardcoded program to soft computing program where the computer is the only told 

what to do and how to do. It has to predict the answers based on what it had learned from previous experience. 

Nowadays people want to provide an artificial brain to a computer that why AI is closely related to computing. 

 

II. AUTOENCODER 

   Autoencoder is an unsupervised learning algorithm that aims to learn a representation of the input so that it can 

produce an output similar to the input. An autoencoder performs two activities, encoding, and decoding. 

   An Autoencoder encodes the input X into a representation using function g. It then decodes the representation using 

function f and tries to recover the input with minimum loss. 

   Autoencoder aims to minimize the reconstruction error between this encoding and decoding of the data. This is done 

by making sure that the model doesn’t just copy the input to output. It learns the most important features from the input 

that can help it reconstruct the data with some minimal loss. 

    There are three components in an Autoencoder, the encoder that encodes the input, the hidden representation that 

learns the general representation of this encoded input, and a decoder that decodes an output that is close enough to the 

actual input. 

    Based on the type of input we decide the function that will be used to obtain the output. If the inputs are binary, a 

logistic function makes for sense for the output. If the inputs are real-valued, a linear function or tanh function makes 

more sense for the output activation function. The function for the output of hidden representation is typically the 

sigmoid function. For the loss function, the loss function is ideally squared error loss function in case of real-valued 
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output and input; it is sigmoid in case of binary values. 

 
Figure 1: Schema of a basic Autoencoder 

 

III. TYPES OF AUTOENCODER 

3.1 Under Complete Autoencoders 

 
Figure 2: Undercomplete Autoencoder 

   Under-complete autoencoder’s objective is to capture only the most important features of the input. It has a smaller 

dimension of the hidden layer which makes sure that the hidden layer doesn’t simply copy the input. Learning an 

under-complete representation of data forces the autoencoder to learn only the most important features that will help in 

the reconstruction of the input with some small reconstruction loss. When the output of the decoder is obtained using a 

linear function, the autoencoder performs the task of Principal Component Analysis (PCA) which reducing the 

dimension of the data. 
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3.2 Overcomplete Autoencoder 

 
Figure 3: Overcomplete Autoencoder 

   Overcomplete Autoencoders have more dimensions in the hidden layer than the dimension of input. As there is no 

restriction on the hidden layer, it may not learn important features, and most likely will copy the input to output. With 

regularization techniques, it can be used to learn salient features of the input. 

 

3.3 Sparse Autoencoder 

 
Figure 3: Sparse Autoencoder 

   Sparse Autoencoders are autoencoders that apply a sparsity regularization on the hidden layer. It aims to keep most of 

the neurons except the ones which are most likely to learn input features inactive. A neuron is considered inactive if its 

output is zero or close to zero, and it is considered active when its output is close to 1. This sparsity is introduced by 

adding the sparsity parameter to the loss function. 
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3.4 Denoising Autoencoder 

 
Figure 4: Denoising Autoencoder 

   In Denoising Autoencoder, to ensure that the hidden layer does not simply copy the input, the input is corrupted using 

some noise. The corrupted input is fed to the autoencoder, and it is trained to learn from the data to output the original 

noise-free data. The input is corrupted using a probabilistic process (P(x ̃ij| xij)). Now the model will receive a big 

penalty from the loss function if it simply copies the corrupted input to output. This is for the autoencoder to learn 

features from the input, and it will learn to output a representation that is close to the noise-free input. 

 

3.5 Contractive Autoencoder 

   Contractive autoencoders try to prevent the hidden layer from copying the input to output. It makes sure that the 

autoencoder is less sensitive to small variations in input data and more sensitive to important variations. This ensures 

that only the most important features of the input are learned. This is done by adding a regularization to the loss 

function, which forces the network to learn from data. The regularization corresponds to the Frobenius norm of the 

Jacobian matrix of the hidden layer which learns the features. 

 

3.6 Variational Autoencoder 

   Variational autoencoders are similar to Generative Adversarial Networks (GANs). They work similar to other 

autoencoders, the only difference is that the decoder works like a generator model. Generative models are models that 

are trained on some set of data, from which they are expected to learn some important representations using which they 

are expected to generate similar output which it has not seen before. It shows promise for many complicated generative 

tasks like handwritten digits, the generation of new faces, etc. 
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IV. PROS AND CONS 

Autoencoder Pros Cons 

Undercomplete  No need for regularization, as it 

does not copy input to output. 

 Can sometimes fail to generalize. 

 Can overfit when training data is less. 

Overcomplete  Can be better generalized using 

regularization. 

 More likely to copy input to output. 

Sparse  Less likely to overfit. 

 Only nodes that will learn 

important features are activated. 

 We need to train the nodes to be data 

dependent. 

Denoising  We achieve a good representation 

of data. 

 Easy to implement 

 Preliminary mapping is required 

between corrupted input and output. 

Contractive  More appropriate for feature 

extraction. 

 Traditional contractive autoencoders 

have high reconstruction error. 

Variational  Useful for generating work.  A lot of time needs to be given during 

the sampling process 

 

V. APPLICATION OF AUTOENCODER 

5.1 Dimensionality Reduction 

      Data like images or text is usually in a spare high-dimensional representation. The high dimensionality of data can 

cause the need for higher computation power, hence there is a need for reduction of data dimension. Principal 

Component Analysis is the traditional method used for this task, but autoencoder can also be used. 

   As under complete autoencoder has fewer dimensions in the hidden layer, it can learn useful features of data. If the 

output function of the autoencoder is linear, it acts similar to PCA, hence it can be used for dimensionality reduction. 

 

5.2 Image Denoising 

   Noise in data can be described as variations in the original data due to corruption of data. These variations in data are 

not a desirable feature. As the autoencoder is trained to learn the most important features of the data, it can ignore these 

small variations and output the original image with some minimal loss. 

 

5.3 Image Compression 

   Image compression is used to deal with the storage issue of the data. In image compression, some of the data in the 

image are removed to decrease the overall size of the image, at the cost of loss of some data from the image. 

Autoencoder does dimensionality reduction in the encoding step, which is what the task of image compression is. 

Though it should be noted that autoencoder can do image compression for only the type of image on which it was 

trained. 

 

5.4 Feature Extraction 

   Feature extraction is the task of extracting important features from the data. Autoencoder is built with the task of 

extracting the most important features from the data, so they are very appropriate for this task. 

 

5.5 Anomaly detection 

   Anomaly detection is an unsupervised task where the model is trained with some data and then it is expected to 

identify the data which is different from the one it was trained on. As autoencoders learn the most important features of 

the data, if data that does not have these learned features arrives, it can notify us. Hence, autoencoders are suitable to be 

used for anomaly detection tasks like fraud detection, network monitoring, system monitoring, etc. 
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5.6 Recommendation system 

   A recommendation system is expected to suggest the customers; products or services based on the products or 

services they have used in the past. It is a very important part of many e-commerce websites, which helps the business 

to bring leads. Traditionally Collaborative filters are used to build recommendation systems. AutoRec is an autoencoder 

model developed for purpose of a recommendation system. There are two types of AutoRec: User-based AutoRec 

which learns the representation of item preference for certain users and Item-based AutoRec which learns user 

preference representation for certain items. 

 

VI. CONCLUSION 

   Deep Learning methods have one drawback of lack of labeled training data, unsupervised methods can counter this 

drawback. Autoencoder learns the most important latent representation of the input. This helps in tasks like 

dimensionality reduction, which is essential if we want to reduce the computation requirement or storage requirement. 

It can also be applied to tasks like recommendation system, anomaly detection, image denoising, etc. Using 

autoencoder we can perform generative tasks as well like generating new faces, handwritten numbers, etc.  
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