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Abstract: Machine Learning Algorithms are subset of artificial intelligence that enable computer to learn 

from data without being explicitly programmed. Supervised Learning Algorithm is a category of Machine 

Learning that uses labelled dataset to train algorithms to predict outcomes and recognize pattern. Types of 

Supervised Machine Learning Algorithm are Linear Regression, Softmax Regression, K-Nearest Neighbour, 

Decision Tree, Random Forest, Logistic Regression, Support Vector Machines, etc. We can enhance 

decision-making processes, optimize resource allocation and unlock new predictive modelling and 

automation.Cancer is a complex disease with diverse etiology and outcomes. Early detection and accurate 

prediction of cancer can reduce the risk and is helpful to cure disease by giving effective treatment and 

improved patient outcomes. In recent years, machine learning algorithms have shown promising results in 

cancer prediction by analysing various biomedical data sources such as genetic, clinical, and imaging data. 

This study aims to develop a predictive model for cancer occurrence using machine learning techniques. 
 

Keywords: Machine learning, healthcare, Logistic Regression, Softmax Regression, Decision Tree, Breast 

Cancer 

 
I. INTRODUCTION 

Cancer continues to be one of the most significant health challenges worldwide, with its incidence steadily increasing 

over the years. Early detection and accurate prediction of cancer risk are critical for timely intervention and improved 

patient outcomes. Traditional methods for cancer prediction rely heavily on manual interpretation of clinical and 

histopathological data, which can be time-consuming and subjective. Moreover, these methods often lack the precision 

and reliability needed for effective cancer screening and diagnosis. 

The recent advancement of machine learning (ML) techniques has revolutionized the field of healthcare by providing 

powerful tools for data analysis and prediction. ML algorithms can effectively analyse large and complex datasets, 

including genetic profiles, clinical records, imaging data, and other biomarkers, to identify patterns and trends that may 

not be apparent to human observers. By leveraging these data-driven approaches, researchers and clinicians can develop 

predictive models for cancer occurrence that offer improved accuracy and efficiency compared to traditional methods. 

There are four types of machine learning algorithm they are supervised, Unsupervised, Semi-supervised and 

Reinforcement Machine Learning. Supervised machine learning is a type of machine learning that represents  the 

relationship between input variable x and output variable y. Types of supervised machine learning are softmax 

regression, linear regression, decision tree, random forest, logistic regression etc. 

Softmax regression, also known as multinomial logistic regression, is a type of regression analysis used for 

classification tasks where the output variable consists of multiple classes. It is an extension of logistic regression, which 

is used for binary classification. In softmax regression, the goal is to predict the probability distribution of a categorical 

dependent variable (target variable) given a set of independent variables (features). It models the probabilities of the 

different classes as a multinomial distribution, which is suitable for classification problems with more than two classes. 
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Logistic regression is a type of supervised learning algorithm. It is commonly used for solving classification issues in 

machine learning [2]. Logistic regression is a statistical model used for binary classification, where the outcome or 

dependent variable is categorical and has only two possible values, often represented as 0 and 1. It's named "regression" 

because it's based on the logistic function, also known as the sigmoid function, which is used to model the probability 

that a given input belongs to one of the two classes. The vectorize form of Logistic regression model that estimate the 

probabilities is hƟ (x)=ձ(xTƟ).  

A decision tree is a popular machine learning algorithm used for both classification and regression tasks. It operates by 

recursively partitioning the input space into regions, with each partition corresponding to a decision based on the value 

of one of the input features. At each step, the algorithm selects the feature that best splits the data into homogeneous 

subsets according to some criterion and information gain. 

Furthermore, we will explore the potential clinical implications of our predictive model, including its utility in early 

detection, risk stratification, and personalized treatment planning. By providing clinicians with a reliable tool for cancer 

prediction, we aim to improve patient outcomes and reduce the burden of this devastating disease. In this project we 

study underscores the transformative potential of ML algorithms in cancer prediction and highlights the importance of 

leveraging diverse data sources for improved accuracy and reliability. By harnessing the power of data-driven 

approaches, we can advance our understanding of cancer biology and pave the way for more effective strategies for 

cancer prevention, diagnosis, and treatment. 

 

II. OBJECTIVE OF STUDY 

 Understanding Core Concepts: Understanding Core Concepts of supervised machine learning, including 

algorithms, techniques, and methodologies. 

 Exploration of Applications: Identify and explore various real-world applications of supervised machine 

learning across domains of healthcare. 

 Performance Evaluation: Evaluate the performance metrics and criteria for assessing the effectiveness of 

supervised learning models. 

 Model Selection and Tuning: Compare and contrast different supervised learning algorithms and hyper-

parameter tuning methods to achieve optimal model performance. 

 Scalability and Efficiency: Explore strategies for scaling up supervised learning algorithms to handle large 

datasets efficiently. 

 Risk Stratification: Create models to stratify individuals based on their risk of developing cancer, allowing for 

targeted interventions and personalized treatment plans. 

 Prediction of Subtypes: Develop models capable of predicting cancer subtypes or specific characteristics (e.g., 

tumor aggressiveness) to guide treatment decisions. 

 Integration of Multiple Data Sources: Explore methods for integrating heterogeneous data sources to improve 

prediction accuracy. 

 Validation and Generalization: Validate the performance of the developed models on independent datasets to 

ensure their generalizability and reliability in real-world settings. 

 

III. METHODOLOGY 

Supervised learning is a machine learning technique that uses labeled data to predict output based on patterns learned 

from training data. It has been around since the early days of artificial intelligence research, with the perceptron being 

one of its most influential applications. Supervised learning is crucial in various fields due to its ability to make 

accurate predictions and classify data. Common applications include classification, regression, natural language 

processing (NLP), computer vision, bioinformatics, and finance. Examples include classifying emails, predicting house 

prices, predicting disease symptoms, and estimating product demand. Supervised learning has also been used in natural 

language processing, computer vision, bioinformatics, and finance for tasks such as credit scoring, fraud detection, and 

risk management. 
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Supervised machine learning is a subfield of artificial intelligence (AI) where algorithms learn from labeled data to 

make predictions or decisions. In this paradigm, the algorithm is trained on a dataset where each example is paired with 

the correct output. Through this training process, the algorithm learns the relationship between the input features and 

the corresponding output labels, enabling it to generalize and make predictions on unseen data.  

 

Historical Overview: 

Supervised learning has roots dating back to the 1950s and 1960s when pioneers in the field of AI, such as Arthur 

Samuel, began experimenting with algorithms that could learn from data. One of the earliest applications was in the 

development of the perceptron, a simple algorithm capable of learning binary classifiers. Over the decades, supervised 

learning has evolved significantly, driven by advancements in computing power, data availability, and algorithmic 

innovation. Notable milestones include the development of decision trees, neural networks, support vector machines, 

and ensemble methods, among others. 

 

Importance and Applications:  

Supervised learning is of paramount importance in various domains due to its versatility and effectiveness in solving a 

wide range of problems. Some key reasons for its importance include: 

 Predictive Analytics: Supervised learning enables businesses to forecast trends, make predictions, and 

optimize decision-making processes. Applications include sales forecasting, demand prediction, risk 

assessment, and customer churn prediction.  

 Classification and Recognition: Supervised learning algorithms are widely used for tasks such as image 

classification, object recognition, speech recognition, and sentiment analysis. These applications are pervasive 

in industries such as healthcare, finance, marketing, and entertainment. 

 Personalization and Recommendation: Supervised learning powers recommendation systems that provide 

personalized suggestions to users based on their preferences and behavior. Examples include movie 

recommendations on streaming platforms, product recommendations on e-commerce websites, and 

personalized content delivery on social media. 

 Natural Language Processing (NLP): In NLP, supervised learning techniques are used for tasks such as text 

classification, named entity recognition, sentiment analysis, and machine translation. These applications have 

implications in areas such as customer service, content moderation, and language understanding. 

 Fraud Detection and Anomaly Detection: Supervised learning algorithms play a crucial role in detecting 

fraudulent activities and anomalies in various domains, including finance, cybersecurity, and healthcare. By 

learning from past examples of fraudulent behavior, these algorithms can identify suspicious patterns and flag 

potentially fraudulent transactions or activities. 

 

Basic Concepts and Terminology: 

 Features: Features, also known as input variables or predictors, are the measurable characteristics or attributes 

of the data that are used to make predictions. 

 Target Variable: Also referred to as the output variable or response variable, the target variable is the variable 

that we are trying to predict or model in supervised learning. 

 Training Data: Training data is the labeled dataset used to train the supervised learning algorithm. It consists of 

input-output pairs, where the inputs are the features and the outputs are the corresponding target variables. 

 Model: A model is a mathematical representation of the relationship between the input features and the target 

variable. The goal of supervised learning is to train a model that can accurately predict the target variable for 

new, unseen data. 

 Prediction: Prediction is the process of using a trained model to make forecasts or decisions about the target 

variable for new instances of data. 
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Types of Supervised Learning Algorithms: 

 Classification: Classification algorithms are used when the target variable is categorical or qualitative. The 

goal is to assign each instance of data to one of a finite number of classes or categories. Examples of 

classification algorithms include logistic regression, decision trees, random forests, support vector machines 

(SVM), and neural networks. 

 Regression: Regression algorithms are used when the target variable is continuous or quantitative. The goal is 

to predict a numerical value based on the input features. Examples of regression algorithms include linear 

regression, polynomial regression, decision trees, support vector regression (SVR), and neural networks. 

 Instance-Based Learning: Instance-based learning, also known as lazy learning, involves storing the entire 

training dataset and making predictions based on the similarity between new instances and existing instances 

in the training data. K-nearest neighbors (KNN) is a popular instance-based learning algorithm. 

 Ensemble Learning: Ensemble learning involves combining multiple individual models to improve prediction 

accuracy and robustness. Common ensemble learning techniques include bagging (e.g., random forests), 

boosting (e.g., AdaBoost, gradient boosting), and stacking. 

 Deep Learning: Deep learning is a subset of machine learning that uses neural networks with multiple layers to 

learn complex patterns in data. Deep learning algorithms have achieved remarkable success in tasks such as 

image recognition, natural language processing, and speech recognition. 

 

Classification Methods 

Logistic Regression: 

 Logistic regression is a linear classification algorithm used for binary classification tasks, where the target 

variable has two possible outcomes (e.g., yes/no, true/false). 

 The logistic regression is a classification algorithm rather than a regression algorithm. It models the probability 

that a given instance belongs to a particular class using the logistic function (also known as the sigmoid 

function). 

 The logistic function maps any real-valued input to a value between 0 and 1, representing the probability of the 

instance belonging to the positive class. 

 During training, logistic regression estimates the parameters of the model by maximizing the likelihood of the 

observed data. 

 Logistic regression is relatively simple, interpretable, and efficient, making it a popular choice for binary 

classification tasks in various domains. 

 

Decision Trees: 

 Decision trees are versatile classification algorithms that recursively partition the feature space into regions, 

with each region corresponding to a specific class label. 

 The decision tree structure consists of nodes, branches, and leaves. Nodes represent features, branches 

represent decision rules based on feature values, and leaves represent class labels. 

 Decision trees are constructed iteratively by selecting the best feature to split the data at each node, typically 

based on criteria such as Gini impurity or information gain. 

 Decision trees can handle both categorical and numerical features, and they are capable of capturing complex 

decision boundaries. 

 The decision trees are prone to over-fitting, especially when the tree depth is not properly controlled. 

Techniques such as pruning, limiting tree depth, and using ensemble methods like random forests can help 

mitigate over-fitting. 

 

Softmax Regression (Multinomial Logistic Regression): 

 Softmax regression is an extension of logistic regression that is used for multi-class classification tasks, where 

the target variable has more than two possible outcomes. 
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 Softmax regression models the probabilities of each class using the softmax function, which generalizes the 

logistic function to multiple classes. 

 The softmax function computes the probability distribution over all classes, ensuring that the predicted 

probabilities sum to one. 

 During training, softmax regression learns the parameters (weights and biases) of the model by minimizing the 

cross-entropy loss between the predicted probabilities and the true class labels. 

 Softmax regression is widely used in scenarios where instances can belong to multiple classes simultaneously, 

such as image classification, natural language processing, and sentiment analysis. 

 

Evaluation Metrics for Supervised Learning 

Classification Report: 

 A classification report provides a comprehensive summary of various evaluation metrics, including precision, 

recall, F1-score, and support (the number of instances for each class). 

 It allows for a quick comparison of the performance of different classes in a multi-class classification problem. 

 

Accuracy: 

 Accuracy is one of the most straightforward evaluation metrics for classification tasks. It measures the ratio of 

correctly predicted instances to the total number of instances in the dataset. 

 Accuracy = (TP + TN) / (TP + TN + FP + FN) 

 However, accuracy may not be the most appropriate metric when dealing with imbalanced datasets, where one 

class dominates the others. 

 

Precision: 

 Precision measures the proportion of true positive predictions among all positive predictions made by the 

classifier. 

 Precision = TP / (TP + FP) 

 Precision focuses on the accuracy of positive predictions, making it useful when the cost of false positives is 

high. 

 

Recall (Sensitivity): 

 Recall measures the proportion of true positive predictions among all actual positive instances in the dataset. 

 Recall = TP / (TP + FN) 

 Recall is particularly important when the cost of false negatives is high, as it reflects the classifier's ability to 

detect all positive instances. 

 

F1-score: 

 The F1-score is the harmonic mean of precision and recall. It provides a balance between precision and recall, 

making it a useful metric for imbalanced datasets. 

 F1-score = 2 * (Precision * Recall) / (Precision + Recall) 

 The F1-score ranges from 0 to 1, with higher values indicating better performance. 

 

Confusion Matrix: 

 A confusion matrix is a table that visualizes the performance of a classification model by summarizing the 

number of true positive (TP), true negative (TN), false positive (FP), and false negative (FN) predictions. 

 It provides insights into the types of errors made by the classifier and can help identify areas for improvement. 

 From the confusion matrix, various metrics such as accuracy, precision, recall, and F1-score can be calculated. 

The Machine learning is a subset if artificial intelligence. The ML algorithms is use for study is to develop a predictive 

model for cancer occurrence. For this purpose we use the Breast Cancer data set[3]. 
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The Machine Learning Algorithm such as logistic regression, 

prediction of cancer. Here by using python language we fit the Machine learning algorithms. We need matplot, seaborn, 

sklearn and pandas etc libraries to import dataset and to fit various algorithms.

 

Process of the fitting model: 

We get data set from Kaggle and import it in Python using pandas  library. We use Breast Cancer Dataset for  

prediction using Machine Learning Algorithm. This data set is created by

Dept., University of Wisconsin; W. Nick Street, Computer Sciences Dept., University of Wisconsin and Olvi L. 

Mangasarian, Computer Sciences Dept., University of Wisconsin[3]. The number of instances in the data set is 569 and 

number of attributes are 32 (ID, diagnosis, 30 real

radius (mean of distances from centre to points on the perimeter, texture (standard deviation of gray

perimeter, area, smoothness (local variation in radiu

M=malignant means cancerous which is denoted by 0 in   or B=benign means not cancerous which is denoted by 1 in 

the dataset which is modified for prediction purpose[3].

 

Our data set contains 569 rows and 6 columns in which radius, texture, perimeter, area, smoothness and diagnosis are 

features.  

To diagnosis the counts of malignant cases which is indicated by 0 and benign cases which is indicated by 1 in our data 

set we use the function. 
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The Machine Learning Algorithm such as logistic regression, softmax regression and decision tree are use to compare 

prediction of cancer. Here by using python language we fit the Machine learning algorithms. We need matplot, seaborn, 

sklearn and pandas etc libraries to import dataset and to fit various algorithms. 

We get data set from Kaggle and import it in Python using pandas  library. We use Breast Cancer Dataset for  

prediction using Machine Learning Algorithm. This data set is created byDr. William H. Wolberg, General Surgery 

, University of Wisconsin; W. Nick Street, Computer Sciences Dept., University of Wisconsin and Olvi L. 

Mangasarian, Computer Sciences Dept., University of Wisconsin[3]. The number of instances in the data set is 569 and 

agnosis, 30 real-valued input features) from which we use only six attributes they are 

radius (mean of distances from centre to points on the perimeter, texture (standard deviation of gray

perimeter, area, smoothness (local variation in radius lengths) and diagnosis. We have to detect whether the cancer is 

M=malignant means cancerous which is denoted by 0 in   or B=benign means not cancerous which is denoted by 1 in 

the dataset which is modified for prediction purpose[3]. 

ins 569 rows and 6 columns in which radius, texture, perimeter, area, smoothness and diagnosis are 

To diagnosis the counts of malignant cases which is indicated by 0 and benign cases which is indicated by 1 in our data 
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softmax regression and decision tree are use to compare 

prediction of cancer. Here by using python language we fit the Machine learning algorithms. We need matplot, seaborn, 

We get data set from Kaggle and import it in Python using pandas  library. We use Breast Cancer Dataset for  

Dr. William H. Wolberg, General Surgery 

, University of Wisconsin; W. Nick Street, Computer Sciences Dept., University of Wisconsin and Olvi L. 

Mangasarian, Computer Sciences Dept., University of Wisconsin[3]. The number of instances in the data set is 569 and 

valued input features) from which we use only six attributes they are 

radius (mean of distances from centre to points on the perimeter, texture (standard deviation of gray-scale values, 

s lengths) and diagnosis. We have to detect whether the cancer is 

M=malignant means cancerous which is denoted by 0 in   or B=benign means not cancerous which is denoted by 1 in 

 

ins 569 rows and 6 columns in which radius, texture, perimeter, area, smoothness and diagnosis are 

To diagnosis the counts of malignant cases which is indicated by 0 and benign cases which is indicated by 1 in our data 
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In our data set we have 357 malignant and 212 benign cases which are predicted using various parameters. 

Using seaborn library we draw the plot of malignant and benign cases. 

 
 

The above plot shows the graphical view of diagnosis to count. The blue and orange region shows benign and 

malignant case respectively. Clearly we see that benign cases are less as compare to malignant cases. 

The describe() function gives overall description of data set. 
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We count the statistical summary such as mean, standard de

respective to each parameter. 

 

Method Types Description

Fitting 

of model 

a)Softmax 

Regression 

Softmax Regression is a generalization of Logistic Regression to the case where we 

want to handle 

Learning model. First we will fit Softmax Regression for this we need 

’LogisticRegression’ class from scikit

independent variable and dependen

 b) Logistic 

Regression 

Logistic Regression is a type of supervised machine learning techniques which is used 

for predicting the categorical dependent variable using the set of independent variable.

We fit Logistic Regression which is appro

softmax is advancement of logistic regression.

 c) Decision 

Tree 

Decision Tree is a supervised machine learning algorithm use for classification and 

prediction but, mostly used for classification.

The third 

separate diagnosis part named target and remaining attributes named data. After that 

we split the dataset into test and train set by using ‘model_selection’ from sklearn 
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We count the statistical summary such as mean, standard deviation, minimum, maximum, quartiles of our data 

IV. RESULT 

Description 

Softmax Regression is a generalization of Logistic Regression to the case where we 

want to handle multiple classes[1]. Now our we are ready to fit various Machine 

Learning model. First we will fit Softmax Regression for this we need 

’LogisticRegression’ class from scikit-learn library. The fit() function is used to fit 

independent variable and dependent variable. 

Logistic Regression is a type of supervised machine learning techniques which is used 

for predicting the categorical dependent variable using the set of independent variable.

We fit Logistic Regression which is approximately similar to softmax regression i.e. 

softmax is advancement of logistic regression. 

Decision Tree is a supervised machine learning algorithm use for classification and 

prediction but, mostly used for classification. 

The third algorithm we use is Decision Tree. To fit this model at first we need to 

separate diagnosis part named target and remaining attributes named data. After that 

we split the dataset into test and train set by using ‘model_selection’ from sklearn 
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viation, minimum, maximum, quartiles of our data 

Softmax Regression is a generalization of Logistic Regression to the case where we 

multiple classes[1]. Now our we are ready to fit various Machine 

Learning model. First we will fit Softmax Regression for this we need 

learn library. The fit() function is used to fit 

 
Logistic Regression is a type of supervised machine learning techniques which is used 

for predicting the categorical dependent variable using the set of independent variable. 

ximately similar to softmax regression i.e. 

 
Decision Tree is a supervised machine learning algorithm use for classification and 

algorithm we use is Decision Tree. To fit this model at first we need to 

separate diagnosis part named target and remaining attributes named data. After that 

we split the dataset into test and train set by using ‘model_selection’ from sklearn 
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library and a

Score a)Softmax 

Regression 

Softmax Regression model give 91.74% accurate result.

 

 b) Logistic 

Regression 

Logistic Regression model give 91.21% accurate result.

 

 c) Decision 

Tree 

Decision Tree model give 90.21% accurate

100% accurate result.

Predictio

n(The 1 

shows 

benign 

means 

non 

cancerou

s and 0 

denotes 

malignan

t means 

cancerou

s  

a)Softmax 

Regression 
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library and at last we fit the model. 

Softmax Regression model give 91.74% accurate result. 

Logistic Regression model give 91.21% accurate result. 

 

Decision Tree model give 90.21% accurate result and if we train the model it will give 

100% accurate result. 
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 b) Logistic 

Regression 

 c) Decision 

Tree 

Confusio

n Matrix 

a)Softmax 

Regression 

 

 b) Logistic 

Regression 
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 c) Decision 

Tree 

Classific

ation 

Report 

a)Softmax 

Regression 

 b) Logistic 

Regression 

 

 c) Decision 

Tree 

   

 

In this project we successfully apply Softmax Regression,

classification of Breast cancer data to predict the tumor is malignant or benign. Among this three model Softmax 
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V. CONCLUSION 

In this project we successfully apply Softmax Regression, Logistic Regression and Decision tree model for 

classification of Breast cancer data to predict the tumor is malignant or benign. Among this three model Softmax 
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Logistic Regression and Decision tree model for 

classification of Breast cancer data to predict the tumor is malignant or benign. Among this three model Softmax 
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Regression model gives highest percentage of accuracy. Required measures are given and the model will predict in the 

form of 0 or 1 .If we train the model then it is 99% accurate. There may be 1% chance that the prediction is not accurate 

as we are dealing with Machines.  
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