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Abstract: Companies have to fight hard to lure in new customers from their suppliers. Client retention is a 

trendy issue for investigation since it directly impacts a business's revenue; early discovery of client churn 

allows organizations to take proactive steps to retain consumers. Thus, through customer retention 

programs, all businesses could employ a range of strategies to recognize their clientele early on. 

Consequently, this study tries to advise on the ideal machine- learning technique for early client churn 

prediction. All customer information dating back around nine months prior to the churn is included in the 

data used in this research. Anticipating the reactions of current clients is the aim in order to retain them. 

Several algorithms, including k- nearest neighbors, random forest, logistics regression etc have been tested 

in this work. As theThe aforementioned algorithms had accuracy rates of 78.1%, 82.6%, 83.9%, and 82.9%, 

respectively. By analyzing these algorithms and debating the best of the four from various angles, we have 

obtained the most efficient outcomes. 

 

Keywords: Customer Churn 

 

I. INTRODUCTION 

Churning, in marketing terms, refers to the number of customers who stopped using a particular product. Always the 

churn rate must be low. Customer churning is common with any product when there are multiple options for a single 

problem. Usually, customers will churn when they face any difficulties or disappointments in the services rendered by 

the product. The churn rate is usually measured for a specific time. Any organization's primary motive should be 

satisfying customers and retaining existing customers. Retaining existing customers is equally important as gathering 

new customers. Customer churn prediction is the most important issue in adopting an industry's product. One of the 

biggest problems businesses have is managing client turnover, particularly for those who provide subscription-based 

services. Losing clients due to shifting preferences, improper customer relationship management, moving, and other 

factors is known as customer churn, also known as customer attrition. Businesses that are able to accurately forecast 

customer attrition can identify and target customers who are most likely to leave, giving them superior services. 

Therefore, in today's digital economy, a churn prediction model is a must. It is possible for a business to increase 

income and maintain a high client retention rate.One of the biggest problems businesses have is managing client turnover, 

particularly for those who provide subscription- based services. Customer loss, often known as customer attrition or 

customer chur. One of the biggest problems businesses have is managing client turnover, particularly for those who 

provide subscription-based services. Losing clients due to shifting preferences, improper customer relationship 

management, moving, and other factors is known as customer churn, also known as customer attrition. Businesses that 

are able to accurately forecast customer attrition can identify and target customers who are most likely to leave, giving 

them superior services. Therefore, in today's digital economy, a churn prediction model is a must. It is possible for a 

business to increase income and maintain a high client retention rate.One of the biggest problems businesses have is 

managing client turnover, particularly for those who provide subscription-based services. Customer loss, often known as 

customer attrition or customer churn, is brought on by 

 

II. METHODOLOGY USE 

The system involved in the analysis of customer churning uses four different algorithms mentioned below. 
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 Logistic Regression 

 Decision Tree 

 Random Forest Classifier 

 Support Vector Classifier 

 

1 . LOGISTIC REGRESSION: 

Logistic regression is a statistical method that is used for building machine learning models where the dependent variable 

is dichotomous: 

i.e. binary. Logistic regression is used to describe data and the relationship between one dependent variable and one or 

more independent variables. 

 
 

2. DECISION TREE 

A decision tree is a non-parametric supervised learning algorithm, which is utilized for both classification and regression 

tasks. It has a hierarchical, tree structure, which consists of a root node, branches, internal nodes and leaf nodes. 

 
 

3. RANDOM FOREST CLASSIFIER 

Random forest is a commonly-used machine learning algorithm trademarked by Leo Breiman and Adele Cutler, which 

combines the output of multiple decision trees to reach a single result. Its ease of use and flexibility have fueled its 

adoption, as it handles both classification regression problems. 
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4. KNN CLASSIFIER 

As we saw above, the KNN algorithm can be used for both classification and regression problems. The KNN algorithm 

uses 'feature similarity' to predict the values of any new data points. This means that the new point is assigned a value 

based on how closely it resembles the points in the training set. 

 

 

5. SUPPORT VECTOR CLASSIFIER 
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A support vector machine (SVM) is a type of supervised learning algorithm used in machine learning to solve 

classification and regression tasks; SVMs are particularly good at solving binary classification problems, which require 

classifying the elements of a data set into two groups. 

 

III. RESULT AND DISCUSSION 

The results were obtained using Python by utilizing the Jupyter Libraries from Anaconda. The various libraries used 

include numpy, pandas, matplotlib and seaborn.The results obtained in comparing the performance of the various 

algorithms are narrated step by step. 

 

TEST AND TRAIN DATASET  SPLIT: 

The customer churn dataset is split into training and testing data 

 

TRAIN INFORMATION: 
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TEST INFORMATION: 

 

PREDICTION OF LOGISTIC  REGRESSION 

Accuracy : 0.8541176470588235 

Overall_Error_Rate : 0.14588235294117646 

Precision : 0.2222222222222222 

Sensitivity Recall : 0.05504587155963303 

Specificity : 0.97165991902834 F1 Score : 0.08823529411764706 

 

PREDICTION OF DECISION TREE: 

Accuracy : 0.9176470588235294 

Overall_Error_Rate : 0.08235294117647063 

Precision : 0.6666666666666666 

Sensitivity Recall : 0.7155963302752294 

Specificity : 0.9473684210526315 F1 Score : 0.6902654867256638 

 

PREDICTION OF RANDOM FOREST  CLASSIFIER: 

Accuracy : 0.9552941176470588 

Overall_Error_Rate : 0.04470588235294115 

Precision : 0.9382716049382716 

Sensitivity Recall : 0.6972477064220184 

Specificity : 0.9932523616734144 F1 Score : 0.8 

 

PREDICTION OF KNN CLASSIFIER: 

Accuracy : 0.8929411764705882 

Overall_Error_Rate : 0.10705882352941176 

Precision : 0.7045454545454546 

Sensitivity Recall : 0.28440366972477066 

Specificity : 0.9824561403508771 F1 Score : 0.40522875816993464 
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PREDICTION OF SUPPORT VECTOR   CLASSIFIER: 

Accuracy : 0.8729411764705882 

Overall_Error_Rate : 0.12705882352941178 

Precision : 1.0 Sensitivity Recall : 0.009174311926605505 

Specificity : 1.0 

F1 Score : 0.018181818181818184 

 

IV. CONCLUSION 

To determine which Random Forest Classifier model is better, we need to consider the specific context and requirements 

of our problem because the choice of the "best" model can depend on various factors. Here are some key points to 

consider: 

Accuracy: The Random Forest Classifier using the 'corr' features has a higher accuracy (0.955) compared to the one 

using mutual information (0.918). Higher accuracy generally indicates better overall performance, but it might not be 

the sole criterion for selecting the best model. 

Precision: The 'corr' features model has a higher precision (0.938) compared to the mutual information model (0.783). 

Precision is crucial if minimizing false positives is a top priority. In some applications, like medical diagnoses, 

precision is of utmost importance. 

Sensitivity (Recall): The 'corr' features model has a higher sensitivity (0.697) compared to the mutual information 

model (0.495). Sensitivity is essential when correctly identifying positive cases (e.g., detecting diseases) is critical. A 

higher sensitivity means fewer false negatives. 

Specificity: The 'corr' features model has a higher specificity (0.993) compared to the mutual information model 

(0.980). Specificity is essential when minimizing false positives is a priority, especially in applications where the cost 

of false positives is high. 

F1 Score: The 'corr' features model has a higher F1 score (0.800) compared to the mutual information model (0.607). 

The F1 score is the harmonic mean of precision and recall and provides a balanced measure of a model's performance. 

ROC Area: The 'corr' features model has a higher ROC Area (0.85) compared to the mutual information model (0.74). 

A higher ROC Area indicates a better ability to distinguish between positive and negative cases. 

In summary, both models have their strengths and weaknesses: 

If overall accuracy is the primary concern and false positives and false negatives are of roughly equal concern, the 'corr' 

features model might be preferred. 

If minimizing false positives is more critical, the 'corr' features model with higher precision and specificity should be 

considered. 

If correctly identifying positive cases (high sensitivity) is of utmost importance, and we can tolerate some false 

positives, the 'corr' features model might still be the better choice. 
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