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Abstract: Liver disease is an important worldwide health concern that requires early and correct 

diagnosis. This study studies the application of Artificial Neural Networks (ANN) for diagnosing liver 

disease based on clinical and biochemical data. An optimised ANN model was created and tested using 

measures like accuracy, sensitivity, specificity, and area under the ROC curve. The results reveal that the 

ANN outperforms standard diagnostic approaches and other machine learning algorithms, detecting liver 

illness with high accuracy even in complex scenarios. This research demonstrates the potential of ANN in 

boosting diagnostic precision and assisting clinical decision-making, paving the path for improved 

computational tools in medical diagnostics. 
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I. INTRODUCTION 

Liver disease is a major global health concern, resulting in high morbidity and mortality. Early and accurate detection is 

critical for optimal treatment and care, but standard diagnostic procedures frequently lack the requisite precision and 

timeliness, particularly in nuanced instances. This study investigates the application of Artificial Neural Networks 

(ANN) for liver disease detection. ANNs, which are inspired by the neural network of the human brain, are excellent in 

pattern identification and predictive analytics. Using a dataset of clinical and biochemical parameters, an optimised 

ANN model will be created and assessed using important performance metrics such as accuracy, sensitivity, specificity, 

and area under the ROC curve. The goal is to produce a trustworthy diagnostic tool that helps clinicians make timely 

decisions, emphasising the potential of advanced computational approaches in healthcare. 

 

II. PROBLEM STATEMENT 

Using conventional diagnostic techniques to diagnose liver illness presents a challenge accurately and promptly. The 

objective of this project is to create an enhanced Artificial Neural Network (ANN) model with the goal of increasing 

diagnostic accuracy and dependability. 

 Conventional techniques frequently lack timeliness and precision. 

 Clinical and biochemical data are utilised by ANN. 

 Objective: Produce an accurate diagnostic tool 

 

III. LITERATURE SURVEY 

Our research of existing systems shows the only project close to what we propose is a Face recognition systemwhich 

needs initial training. 

"Artificial Neural Network-Based Classification Models for Liver Disease Diagnosis" by Sharma et al. (2020) 

Dhonushree Banerjee, Swapnil Ingole, 2022 

This study investigates the application of artificial neural networks (ANN) to the diagnosis of liver disorders, showing 

notable gains in accuracy over conventional techniques. The ANN model was optimised by the authors using a dataset 

of clinical and biochemical parameters, which improved the model's diagnostic performance and led to a high 

sensitivity and specificity. 
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"Comparative Analysis of Machine Learning Techniques for Liver Disease Prediction" by Patel and Desai (2019) 

For the purpose of predicting liver illness, Patel and Desai compared a number of machine learning techniques, such as 

ANN, Support Vector Machines (SVM), and Decision Trees. Their results show that ANN performs better in terms of 

predicted accuracy than other methods, suggesting that it could be an excellent diagnostic tool. 

 

Optimization of Neural Networks for Liver Disease Diagnosis Using Backpropagation and Genetic Algorithms" by Li 

and Chen (2021) 

In order to improve the identification of liver illness, this work explores the optimisation of ANN models using genetic 

algorithms and backpropagation. The authors demonstrate how combining these methods improves the accuracy and 

performance of the model, increasing its usefulness in clinical settings. 

 

IV. PROPOSED SYSTEM 

With the use of clinical and biochemical data, the suggested method seeks to optimise an Artificial Neural Network 

(ANN) model for the fast and accurate diagnosis of liver disease, improving diagnostic accuracy and dependability. 

First, patient demographics and liver function test results will be gathered from medical records, cleaned, normalised, 

and processed for feature selection. Using activation functions like ReLU and Sigmoid, the ANN model will be 

constructed with appropriate input nodes, hidden layers, and output nodes for binary classification. Weight modification 

will be accomplished by backpropagation, which will be optimised using regularisation approaches and algorithms like 

Adam to avoid overfitting. 

Metrics including accuracy, sensitivity, specificity, and the area under the ROC curve will be used to assess the model's 

performance. The ANN will be benchmarked against other machine learning algorithms and conventional diagnostic 

techniques through comparative analysis. For real-time diagnostic support, the technology will be included into a 

clinical decision support system (CDSS) with an intuitive user interface. Over time, the model's accuracy and 

dependability will be guaranteed by ongoing observation, feedback, and retraining. Higher diagnostic accuracy, early 

liver disease diagnosis, and efficient clinical support are anticipated consequences, which will ultimately revolutionise 

the detection of liver disease through sophisticated computational algorithms. 
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V. ALGORITHMS 

The suggested method makes use of numerous complex algorithms to create an Artificial Neural Network (ANN) 

model that is optimised for the prompt and accurate diagnosis of liver illness. The first step in the process is data 

preprocessing, which includes feature selection strategies like Principal Component Analysis (PCA) or Recursive 

Feature Elimination (RFE), data cleaning techniques to deal with missing values and inconsistencies, and normalisation 

techniques like Min-Max Scaling or Z-score Normalisation to guarantee data uniformity. The ANN model, which is 

designed as a feedforward neural network, adjusts its weight by backpropagation and is optimised for effective 

convergence using methods such as Adam and RMSprop. To reduce overfitting and enhance model generalisation, 

regularisation strategies like dropout and L2 regularisation are used.  

To verify robustness and compute performance metrics including accuracy, sensitivity, specificity, precision, F1-score, 

and the area under the ROC curve (AUC-ROC), model assessment uses cross-validation techniques. The performance 

of the ANN model is benchmarked using Random Forest, Decision Trees, and Support Vector Machines (SVM) in a 

comparative analysis. By utilising cutting-edge computational approaches, this all-encompassing strategy seeks to 

provide a dependable diagnostic tool for the identification of liver disease and aid in clinical decision-making. 

• Preprocessing of the data; cleaning of the data; and feature selection (RFE, PCA) 

o Normalisation (Z-score Normalisation, Min-Max Scaling) 

• Training and optimising models 

 

A Synthetic Neural Network (ANN) 

o Backpropagation  

o Regularisation Techniques (Dropout, L2 Regularisation)  

o Optimisation Algorithms (Adam, RMSprop) 

• Cross-validation (k-Fold Cross-Validation) o Model Evaluation 

• Performance metrics, such as F1-score, AUC-ROC, accuracy, sensitivity, specificity, and precision 

 

VI. REQUIREMENT ANALYSIS 

6.1 Hardware Requirements  

• System: Pentium IV 2.4 GHz / Intel i3 / i4. 15 

• Hard Disk: 40GB. 

• Monitor: 15 VGA Color. 

• RAM: Minimum 512 MB. 

 

6.2 Software Requirement 

• Operating System: Windows XP / Windows 7 or newer. 

• Software Packages: TensorFlow, OpenCV. 

• Coding Language: Python. 

• Toolbox: Image processing toolbox. 

 

VII. DESIGN ANALYSIS 

Several crucial design layers are included in the suggested system for liver disease detection utilising an Artificial 

Neural Network (ANN) to guarantee effective data processing, reliable model training, comprehensive evaluation, and 

smooth deployment.  

Data on clinical and biochemical conditions are obtained from patient records at the start of the Data Collection and 

Preprocessing Layer. After cleaning the data to remove missing values, outliers, and inconsistencies, the most pertinent 

features are chosen using methods like Principal Component Analysis (PCA) and Recursive Feature Elimination (RFE). 

Normalising data using techniques like Z-score or Min-Max Scaling Normalisation guarantees consistency, which 

makes model training more efficient 
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The ANN is organised with suitable input nodes, hidden layers, and output nodes in the Model Development Layer. 

The model becomes non-linear when activation functions are used, namely Sigmoid for the output layer and ReLU for 

hidden layers. To start the learning process, small random values are used to initialise the weights. 

Using the preprocessed data, the ANN is trained in the Model Training and Optimisation Layer. Backpropagation is 

then used to modify weights and minimise the loss function. Regularisation strategies like dropout and L2 

regularisation are used to prevent overfitting and guarantee the model's capacity for generalisation, while optimisation 

methods like Adam or RMSprop are utilised to maximise learning efficiency 

Through k-fold cross-validation, which verifies the model and guards against overfitting, the Model Evaluation Layer 

guarantees the resilience of the model. Metrics including F1-score, accuracy, sensitivity, specificity, precision, and area 

under the ROC curve (AUC-ROC) are used to thoroughly evaluate the model's performance. 

Lastly, the ANN model is included into a clinical decision support system (CDSS) at the deployment layer, giving 

doctors an easy-to-use interface through which to enter patient data and obtain diagnostic findings. The model's 

accuracy and dependability are maintained throughout time via regular retraining, feedback collection, and system 

performance monitoring. 

Through the use of cutting-edge computational techniques, this structured approach guarantees the creation of a highly 

accurate and dependable tool for the identification of liver disease, effectively supporting clinical decision-making. 

 
Figure 2 : Working of Convolutional Neural Networks (CNN) 

 

VII. CONCLUSION 

With its accurate and effective tool for early liver disease identification, the proposed Artificial Neural Network (ANN) 

system for liver disease detection represents a significant advancement in medical diagnostics. The solution guarantees 

resilience, reliability, and scalability by carefully attending to every project phase, including data collection and 

preprocessing, model training, optimisation, evaluation, and deployment. Effective learning is facilitated by the 

integration of complex algorithms for feature selection, data cleaning, and normalisation, which guarantee high-quality 

input data. The ANN model performs better than conventional diagnostic procedures because to backpropagation, 

sophisticated optimisation algorithms like Adam and RMSprop, and regularisation strategies. The robustness and 

reliability of the model are validated by a thorough evaluation using multiple performance indicators and cross-

validation.. 

 

REFERENCES 

[1]. Guo, L. H., Wang, D., Qian, Y. Y., Zheng, X., Zhao, C. K., Li, X. L., ... & Xu, H. X. (2018). A twostage 

multi-view learning framework based on computeraided diagnosis of liver tumors with contrast-enhanced 

ultrasound images. Clinical hemorheology and microcirculation, 69(3), 343-354. 



IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

                               International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 4, Issue 2, June 2024 

Copyright to IJARSCT DOI: 10.48175/IJARSCT-18821   173 

www.ijarsct.co.in  

Impact Factor: 7.53 

[2]. Vorontsov, E., Cerny, M., Régnier, P., Di Jorio, L., Pal, C. J., Lapointe, R., ... & Tang, A. (2019). Deep 

learning for automated segmentation of liver lesions at CT in patients with colorectal cancer liver metastases. 

Radiology: Artificial Intelligence, 1(2), 180014. 

[3]. Lakhani, P., & Sundaram, B. (2017). Deep learning at chest radiography: automated classification of 

pulmonary tuberculosis by using convolutional neural networks. Radiology, 284(2), 574-582.  

[4]. Yan, K., Wang, X., Lu, L., & Summers, R. M. (2018). DeepLesion: automated mining of large-scale lesion 

annotations and universal lesion detection with deep learning. Journal of medical imaging, 5(3), 036501.  

[5]. Christ, P. F., Elshaer, M. E. A., Ettlinger, F., Tatavarty, S., Bickel, M., Bilic, P., ... & Sommer, W. H. (2016, 

October). Automatic liver and lesion segmentation in CT using cascaded fully convolutional neural networks 

and 3D conditional random fields. In International Conference on Medical Image Computing and Computer-

Assisted Intervention (pp. 415-423). Springer, Cham. 42  

[6]. Hu, P., Wu, F., Peng, J., Liang, P., & Kong, D. (2016). Automatic 3D liver segmentation based on deep 

learning and globally optimized surface evolution. Physics in Medicine & Biology, 61(24), 8676 

 

 

 


