
IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

                                   International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

Volume 4, Issue 6, May 2024 

Copyright to IJARSCT DOI: 10.48175/IJARSCT-18577   542 

www.ijarsct.co.in  

Impact Factor: 7.53 

Review on Deep Learning for Pulmonary Diseases 

Detection Using Chest X-Ray 
Aditya Ingole1, Yuvraj Patil1, Yashraj Wawkar1, Aboli Deole2 
Students, Department of Artificial Intelligence and Machine Learning1 

Assistant Professor, Department of Artificial Intelligence and Machine Learning2 

PES’s Modern College of Engineering, Pune, Maharashtra, India 

 

Abstract: Pulmonary illnesses pose an enormous healthcare challenge globally, necessitating 

accurate and well-timed prognoses for effective remedies. Deep knowledge of Pulmonary ailment 

Detection using Chest X-rays provides a progressive strategy to decorate diagnostic accuracy 

and performance. Leveraging deep neural networks and a carefully curated dataset of chest X-ray 

photos, this assignment aims to automate the identification of pulmonary illnesses consisting of 

pneumonia, tuberculosis, emphysema and many more. The deep mastering version, educated and 

first-rate-tuned on this dataset, offers the potential to not only most effectively detect illnesses 

with high precision but additionally help healthcare specialists in early diagnosis, in the end 

enhancing patient results. The challenge's multifaceted technique consists of records 

preprocessing, model choice and training, interpretability, deployment in a scientific place, and 

non-stop collaboration with medical examiners to ensure both technological robustness and 

ethical compliance. As pulmonary disorder detection and healthcare technologies hold to adapt, 

this mission stands at the leading edge of innovation, presenting a promising method to increase 

the abilities of healthcare practitioners and deliver extra timely and accurate diagnoses 
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I. INTRODUCTION 

Nearly 545 million individuals currently live with a chronic respiratory condition, representing 7·4% of the world's 

population, which provides additional evidence of the large health contribution of chronic respiratory diseases to 

premature morbidity and mortality. Consequently, there has been substantial growth in the field of automated medical 

image classification. 

This endeavour seeks to categorise medical images into specified groups. Lately, Deep Learning (DL) has emerged as a 

prevalent and extensively applied technique for creating medical image classification tasks.  

Further, DL models produced more effective performance than traditional techniques using chest X-ray images from 

patients suffering from pulmonary diseases.  

The DL architectures illustrated effective predictive ability. On chest X-ray images, multiple tasks were performed on 

DL models, including tuberculosis identification, tuberculosis segmentation, large-scale recognition, and Radio-graph 

classification. The automated classification of chest X-ray images using DL models is growing rapidly and choosing an  

appropriate region of interest (ROI) on chest X-ray images was used to treat.  

Furthermore, applying the DL modes helps to avoid problems that take a long time to solve in traditional approaches. 

However, these models require large volumes of well-labelled training samples. The DL architectures illustrated 

effective predictive ability. On chest X-ray images, multiple tasks can be performed on DL models, including 

tuberculosis identification, tuberculosis segmentation, atelectasis, pneumonia, silico-tuberculosis, fibrosis, Emphysema 

Radiograph classification and many more. Many researchers have done investigations to relate machine learning 

schemes for prediction of X-ray image diagnostic information. With the control of computers along with the huge 
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volume of records being unrestricted to the public, this is a high time to resolve this complication. This solution can put 

up decreasing medical costs with the enlargement of computer science for health and medical science projects. For the 

implementation, the NIH chest X-ray image dataset is collected from Kaggle repository [8,9] and it is fully an open 

source platform. A new hybrid algorithm is introduced in this paper and this  algorithm is successfully applied on the 

above mentioned dataset to classify lung disease. The main contribution of this research is the development of this new 

hybrid deep learning algorithm suitable for predicting lung disease from X-ray images.  

 

II. LITERATURE SURVEY 

Utilising convolutional neural networks and deep learning for pneumonia detection. In this study, they introduced a 

CNN model designed to offer an effective and precise solution for identifying pneumonia based on X-ray images. 

Experiments on this model have shown that the proposed model performs better than its counter candidates in terms of 

accuracy and efficiency, achieving recall and precision well above 97% with predictions produced in only 122 ms.[1] 

Interpretable detection of emphysema in chest X-rays using deep learning. The paper demonstrates that the proposed 

method has a performance equivalent to an expert radiologist and to a black-box system that provides no explainable 

features. This work demonstrates the feasibility of providing explainable features through deep-learning systems as well 

as a potentially useful tool for emphysema detection.[2] 

A deep learning-based method for identifying lung cancer in chest X-rays through segmentation. This research aimed to 

train and validate a DL-based model that can detect lung cancer in chest radiographs using the segmentation approach 

and evaluating the characteristics of this DL-based model to improve sensitivity while maintaining low FP results. [3] 

A deep learning algorithm was developed to identify fibrosing interstitial lung disease in chest X-rays. In this paper, 

they have developed a deep-learning algorithm to detect CF-ILDs using CR images. The algorithm's detection 

capability was non-inferior to that of doctors [4] 

 

III. ANALYSIS OF EXISTING SYSTEMS 

Although the first CAD machines to diagnose lung nodules or implicate lung cells were introduced in the early 1980s, 

these efforts were inadequate. The reason for this is that the computing resources at that time were not sufficient to use 

advanced graphics tools. It also takes a long time to diagnose pneumonia using simple imaging techniques. After the 

successful design of GPU and CNN, the performance of CAD (used for lung disease diagnosis) and decision support is 

very good. Many studies [1–10] have proposed various deep learning models to diagnose lung disease, lung cancer, and 

other lung diseases..  

 
Fig(1). Labelled Chest X-ray dataset [1] 

For image classification, deep learning methods in Reference [1], such as Convolutional Neural Network (CNN), 

VGG16 or VGG19, were chosen. This model is designed with layers for extraction, including convolution and pooling 

techniques, and all layers use Vanilla architecture for classification. During the design phase, hyperparameters, losses 

and dynamics are defined. The model is trained on data prepared by carefully considering the number of training 

periods, batch size, and training cost. Use data enhancement techniques such as rotation, scaling, and translation to 

increase the robustness of the model. During training, the model's performance is continuously evaluated and fine-tuned 

as validation results. The original data came from Kaggle deep learning and included lung X-ray images of babies aged 

1 to 5 years old and was analyzed by doctors at Guangzhou Women's and Children's Medical University. The data 
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contained 5856 records, of which 4273 reported pneumonia. Another case, ChestX-ray14 by Wang et al. (2017), 

available on Kaggle, contains 112,120 frontal chest x-ray images tagged with 14 chest diseases. When natural language 

processing (NLP) is used to extract disease from electronic information, accuracy should be greater than 90%. The best 

and flawless. Because the class is not uniform for the initial data, a different communication method is used to generate 

additional images for the limited class (used only during training). The created image is not used for the evaluation 

algorithm. All scans are single channel using images ranging in size from 1346 * 1044 to 2090 * 1858 pixels. All 

images are converted to 224*24*3 format to fit the requirements of most CNN network architectures. For the second 

data, the original images were in RGB format, but were converted to 180x180 pixels for this study. Pixel reference 

values are normalized by dividing by 255 and changing the pixel pitch from 0-255 to 0-1. This normalization prevents 

large values from affecting the learning model, leading to better results. 

 
Fig(2). Effect of dropout: (a) normal feed-forward network; (b) randomly selected nodes to be dropped at 50% dropout 

rate; (c) all connections of dropped nodes eliminated.[1] 

Classification trials, like the one addressed in this paper, are mostly appraised by statistical methods. Consequently, 

during performance assessment predictions are made on the test data and the results are summarised using a confusion 

matrix containing numbers of true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN). 

These counts indicate various statistical metrics can be derived to measure prediction accuracy.  

 
Fig(3). Comparison of the proposed network’s performance at various dropout rates. Average values of the accuracy 

indicators are exhibited.[1] 

 
Fig(4). The evolution of validation accuracy during training, with and without dropout.[1] 
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Fig(5). ROC curves obtained for various tested network models[1] 

From Ref[2], considering a black box problem They have trained an ensemble of models that predict emphysema from 

a frontal and lateral CXR pair without the use of the four visual signs. Similar to the sign models we used the ResNet-

18 architecture with the same training settings and ensembling process described previously. The frontal and lateral 

CXR models were combined by concatenating the features from the last feature layers to predict emphysema as 

shown.fig. ROC curves were obtained for various tested network models. 

In Ref. [3]they adopted the CNN architecture using a segmentation method. The segmentation method outputs more 

information than the detection method (which presents a bounding box) or the classification method (which determines 

the malignancy from a single image). Maximal diameter of the tumour is particularly important in clinical practice. 

Since the largest diameter of the tumour often coincides with an oblique direction, not the horizontal nor the vertical 

direction, it is difficult to measure with detection methods which present a bounding box. Our CNN architecture was 

based on the encoder-decoder architecture to output segmentation. 

 
Fig(6). Illustration of how the emphysema score is created from the sign models[2] 

The encoder-decoder architecture has a bottleneck structure, which reduces the resolution of the feature map and 

improves the model robustness to noise and overfitting.In addition, one characteristic of this DL-based model is that it 

used both a normal chest X-ray and a black/white inversion of a chest X-ray. It’s an augmentative method that makes 

use of the experience of radiologists. It is known that black/white inversion makes it easier to confirm the presence of 

lung lesions and patches overlapping blind spots. We considered that this augmentation could be effective for this 

model as well, so we applied a CNN architecture to each of the normal and inverted images and then an ensemble 

model using these two architectures. 

Ref. [4]From the image archive of Sapporo Medical University Hospital, 653 CRs from 263 patients with CF-ILDs and 

506 from 506 patients without CF-ILD were identified; 921 were used for DL and 238 were utilized for calculation 

testing. The calculation was outlined to yield a numerical score extending from 0 to 1, speaking to the likelihood of CF-

ILD. Utilizing the testing dataset, the algorithm's capability to recognize CF-ILD was compared with that of the 
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specialists. A moment dataset, in which CF-ILD was affirmed utilizing computed tomography(CT) pictures, was 

utilized to encourage assessment of the algorithm's performance. 

The work in Ref. [5] focuses on the detection of thorax diseases. A 3D deep CNN is proposed in Ref. [6] with 

multiscale prediction strategies in order to detect the lung nodules from segmented images. However, the work in Ref. 

[6] cannot classify disease types and the multiscale prediction approaches are applied for small nodules. A fully CNN is 

proposed in Ref. [7] for the reduction of false positive rate in classifying the lung nodules. This method can only 

analyse the nature of the CT scan images in order to reduce the probability of wrong diagnosis. The Luna 16 dataset is 

used in Ref. [7]. Faster R–CNN is used in Ref.[8] for detecting the affected lung nodules as well as reducing the FP 

rate. Faster R–CNN shows promising results for object detection. The fusion of Deep CNN architecture and dual path 

network (DPN) is used in Ref. [9] for classifying and extracting the features of the nodules. Multi patches arrangement 

with Frangi filter is used in Ref. [10] to boost the performance of detecting the pulmonary nodule from lung X-ray 

images.  

 

IV. CONCLUSION 

In conclusion, our project focused on the classification of lung X-ray images using Convolutional Neural Network 

(CNN) algorithms and Deep Learning (DL) techniques. The datasets selected for the study were obtained from Kaggle, 

specifically from deep-learning competitions and the ChestX-ray14 dataset by Wang et al. (2017). The former 

comprised lung X-ray images of infants aged one through five, while the latter consisted of frontal chest X-ray images 

labelled with 14 thoracic diseases. 

The model prediction phase utilised the CNN algorithm and DL techniques to classify input data based on the provided 

datasets. Dropout layers were incorporated to prevent overfitting by randomly deactivating neurons during training, and 

normalisation layers were employed to normalise outputs, reducing computation costs. 

In summary, our methodology encompassed comprehensive dataset selection, preprocessing, data augmentation, and 

the utilisation of a well-structured CNN model for accurate lung X-ray image classification. The inclusion of Dropout 

and Normalisation layers aimed to enhance model performance and efficiency. The project's success is contingent upon 

the robustness of the chosen methodology and the effectiveness of the CNN architecture in accurately classifying lung 

X-ray images. 
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