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Abstract: Machine learning, emerging as a subfield of artificial intelligence in the 1950s, experienced 

limited progress initially. However, its resurgence in the 1990s led to significant advancements, propelled 

by the growing challenge of managing and analysing vast datasets. Machine learning's core premise lies in 

deriving optimal models from existing data to predict outcomes for new data, a process crucially tied to the 

expanding data landscape. Consequently, research in machine learning continues to evolve alongside the 

exponential growth of data. This study delves into the historical trajectory, methodologies, application 

domains, and ongoing research in machine learning, aiming to disseminate its knowledge and applications 

to contemporary researchers. Key themes include machine learning algorithms, artificial intelligence, and 

the implications of big data. 
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I. INTRODUCTION 

Learning, according to Simon, entails the evolution of behaviours through the assimilation of new information over 

time. When machines undergo this process, it is termed as machine learning. This process involves refining solutions 

based on existing experiences and samples. With the advent of information technology, the concept of 'big data' has 

surfaced. Big data refers to vast and continuously accumulating datasets that surpass the capabilities of traditional 

database techniques for analysis. These datasets are sourced from various sources such as Internet applications, ATMs, 

and credit card transactions, awaiting analysis. The objectives of analysing data vary across different sectors, yet the 

underlying principle remains consistent: leveraging past data for analysis and interpretation. Given the impracticality of 

human analysis for such vast datasets, machine learning methods and algorithms have been devised to address this 

challenge. 

This study aims to delve into the burgeoning field of machine learning, which has garnered significant attention 

recently. It provides an overview of the history of machine learning, the methodologies and algorithms employed, and 

its diverse application domains. The conclusion synthesizes the findings from prior research in this area. 

 

II. MACHINE LEARNING 

Definition 

When computers operate according to algorithms, they typically follow specific steps without margin for error. 

However, in certain cases, computer decisions rely on available sample data, akin to human decision-making processes. 

This concept constitutes machine learning, wherein computers are equipped with the ability to learn from data and 

experiences, mirroring the functions of the human brain (Gör, 2014). 

Machine learning's primary objective is to develop models capable of self-improvement, discerning complex patterns, 

and generating solutions to novel problems by leveraging past data (Tantuğ & Türkmenoğlu, 2015). 

 

Historical Background 

The roots of artificial intelligence (AI) can be traced back to the 1940s when studies on the electrical behaviours of 

neurons laid the groundwork for understanding human decision-making. This era saw the inception of AI research in 

the 1950s, marked notably by Alan Turing's Turing Test, designed to assess a machine's ability to mimic human 

interaction during interviews. The term "artificial intelligence" was formally introduced in 1956 at a summer school led 

by prominent figures in the field. Initially referred to as "machine intelligence" by Turing, the field gained momentum 
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with Arthur Samuel's creation of a checkers program in 1959, marking a significant milestone in the development of 

machine learning. 

From the 1960s to the 1980s, research in AI faced challenges and was dubbed the "winter of artificial intelligence," 

characterized by a focus on abstract concepts and information-based systems. However, the 1990s witnessed a 

resurgence in AI and machine learning research, propelled by advancements in game technologies. Today, AI and 

machine learning find applications across various research and industry sectors (Topal, 2017). 

 

Approaches to Machine Learning 

Machine learning encompasses four main methodologies: 

Supervised Learning: 

Supervised learning utilizes present input data to determine the outcome set. It consists of two primary types: 

classification and regression. 

Classification: Involves categorizing data into predefined groups based on specific features. 

Regression: Predicts or infers additional features of the data based on available features. 

 

Unsupervised Learning: 

Unlike supervised learning, unsupervised learning does not rely on predefined output data. Instead, it learns from 

relationships and connections within the data. Unsupervised learning does not require training data and includes 

clustering and association. 

Clustering: Identifies groupings of similar data when inherent groupings are unknown. 

Association: Identifies relationships and connections among data within the same dataset. 

 

Feature Deduction: 

Feature deduction involves selecting a subset of features or generating new features by combining existing ones when 

determining the group or category of data is challenging. 

 

Semi-supervised Learning: 

Semi-supervised learning addresses scenarios where labeled data are scarce compared to unlabelled data. It utilizes 

limited labeled data alongside abundant unlabelled data to infer information. Unlike supervised learning, the labeled 

data are fewer than the data to be predicted. 

 

Reinforcement Learning: 

In reinforcement learning, agents learn through a reward system. Agents aim to navigate from a starting point to a goal, 

seeking the shortest and correct paths. Positive rewards are given for correct actions, while negative rewards are given 

for incorrect ones. Learning occurs iteratively as the agent progresses toward the goal. 

 

Machine Learning Techniques 

Artificial Neural Networks: 

Artificial neural networks are computational systems inspired by the biological neural networks found in the human 

brain, designed to mimic their functionality (Kocadayı, Erkaymaz, & Uzun, 2017). 

The fundamental components of artificial neural networks are neurons, which perform various functions: 

Inputs: Neurons receive input signals from external sources or other neurons. 

Weights: Neurons assign weights to input signals, determining their relative importance. 

Summation Function: Neurons aggregate weighted input signals. 

Activation Function: Neurons apply an activation function to the aggregated signal, determining the neuron's output. 

Output: Neurons generate output signals based on the result of the activation function. 
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Fig. 1. ANN 

 

Decision Trees 

Decision tree is a decision-making structure that learns from classified data through induction. It employs a learning 

algorithm to segment large datasets into smaller, manageable portions using straightforward decision-making steps. 

With each successful division, the similarity among elements in the final groups increases. Decision trees offer both 

descriptive and predictive capabilities, making them among the most popular classification algorithms. They are 

favoured for their ease of interpretation, seamless integration with databases, and reliability (Albayrak & Yılmaz 

Koltan, 2009). 

The structure of a decision tree comprises three key components: decision nodes, branches, and leaves. 

Root Nodes: These nodes initiate the tree and do not have preceding branches. They display the dependent variable and 

indicate which variable will be used for classification. 

Interior Nodes: Nodes with one incoming branch and two or more outgoing branches are known as interior nodes. 

Leaf or Terminal Nodes: These nodes receive incoming branches but have no outgoing branches. They represent the 

results of tests conducted between nodes and leaves, contributing to the determination of defined groups. 

If classification is not completed at the end of a branch, a decision node emerges. The depth of the nodes at the end of 

each branch is referred to as depth. Users can determine the depth by assessing the suitability of the decision tree to the 

dataset. In decision trees, depth and the number of groups are directly proportional. 

 

 
Fig. 2. Example of Decision Tree 
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The decision tree structure is defined by questions and their corresponding answers, which establish rules guiding the 

classification process. Each variable, serving as the basis for a question, forms the root node of the tree. The test to be 

applied is determined by the root node, and subsequent branches are formed accordingly. Branches represent potential 

classifications, with each branch either leading to a leaf, signifying a desired group in the data, or to a decision node, 

prompting further classification. 

 

Decision trees aim to reach the leaf representing the desired group from the root node via a sequence of nodes. Features 

in the training data serve as tests for classification, with the best feature selected at each node. The selection of features 

is crucial and is determined by a measure called information gain, also known as entropy. 

Entropy quantifies the disorder in a system or events and is inversely related to information. A higher entropy value 

signifies greater uncertainty, requiring more information for better data definition. The entropy equation is as follows: 

 E(D)=−∑i=1nPilog2(Pi) 

Where Pi represents the probability of classiin dataset D, calculated by dividing the sample size of class iby the total 

sample size. 

Information gain, used to decide the best feature for splitting the dataset, is calculated by the equation: 

 Gain(X)=E(D)−∑i=1n∣D∣∣Di∣×E(Di) 

where �(�) is the entropy before the dataset is divided, E(Di) is the entropy of the subdivision after division, and 

∣��∣∣�∣ represents the probability of the ith subdivision after division. 

To mitigate overfitting, pruning is employed. Pruning involves cutting branches formed by noisy data or those leading 

to errors. This process can be conducted either before (pre-pruning) or after (post-pruning) the tree's creation, with post-

pruning being more commonly preferred. Post-pruning involves cutting determined branches or merging and cutting 

different branches after the entire tree has been constructed using the entire dataset, resulting in a smaller tree with 

reduced error margins (Haciefendioğlu, 2012). 

 

Support Vector Machines 

Support Vector Machines (SVM) were introduced by Cortes and Vapnik in 1995 as a supervised classification 

technique. SVM is a machine learning algorithm that makes predictions and generalizations on new data by learning 

from datasets with unclear distributions. The fundamental principle of SVM revolves around identifying the hyperplane 

that best separates data from two classes. SVMs are categorized into two groups based on whether the dataset can be 

linearly separated or not (Güneren, 2015). 

 

Linearly Separable Case: 

When the dataset is linearly separable, Support Vector Machines (SVM) aim to find the optimal hyperplane that 

maximally separates the samples of two classes, typically labeled as (-1, +1). This separation is achieved by identifying 

the hyperplane that maximizes the margin between the nearest data points to the SVM. The hyperplane that maximizes 

this margin is referred to as the optimal hyperplane. The data points that define the boundaries of this hyperplane are 

known as support vectors. Using a decision function derived from the training data, SVM determines the position of the 

hyperplane in feature space, effectively separating the classes. 

 

Linearly Inseparable Case: 

In cases where the dataset cannot be separated by a straight line (i.e., linearly inseparable), Support Vector Machines 

(SVM) utilize a technique called the kernel trick. The kernel trick allows SVM to transform the input data into a higher-

dimensional space where linear separation becomes possible. In this transformed space, SVM searches for a hyperplane 

that effectively separates the classes. Common kernel functions include polynomial kernels, radial basis function (RBF) 

kernels, and sigmoid kernels. These kernels map the input data into higher-dimensional spaces, enabling SVM to find 

nonlinear decision boundaries that can effectively separate classes. 
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Naive Bayes Theorem and Bayes Classification 

Naive Bayes theorem is a fundamental concept in probability theory and machine learning, particularly in the context of 

classification tasks. It is based on Bayes' theorem, which describes the probability of an event given prior knowledge of 

conditions that might be related to the event. 

Bayes' theorem is mathematically expressed as: 

 P(A∣B) =P(B∣A) ⋅P(A)/P(B) 

where: 

�(�∣�) is the conditional probability of event A given event B has occurred. 

�(�∣�)is the conditional probability of event B given event A has occurred. 

�(�) andP(B) are the probabilities of events A and B, respectively. 

In the context of classification, Naive Bayes assumes that features are conditionally independent given the class label. 

This simplifying assumption enables efficient computation and makes Naive Bayes a popular choice for text 

classification and other high-dimensional data tasks. 

The Naive Bayes classification algorithm computes the posterior probability of a class given a set of features using 

Bayes' theorem. Mathematically, this can be expressed as: 

 P(Ck∣x) =P(x∣Ck) ⋅P(Ck) / P(x) 

where: 

�(��∣�) is the posterior probability of class �� given the features x. 

�(�∣��) is the likelihood of observing the features � given class Ck. 

�(��) is the prior probability of class ��. 

�(�)is the evidence, which acts as a normalization factor and can be computed as the sum of �(�∣��)⋅�(��) over all 

classes. 

Naive Bayes classification assigns the class with the highest posterior probability to a given instance of features. This 

decision rule is known as the maximum a posteriori (MAP) decision rule. 

 

Logistic Regression  

Logistic regression is a statistical method commonly used for binary classification tasks. Unlike linear regression, 

which predicts continuous outcomes, logistic regression predicts the probability of an instance belonging to one of two 

classes. It models this probability using the logistic function, also known as the sigmoid function, which maps any real-

valued input to a value between 0 and 1. 

In logistic regression, the output of the model represents the probability that an instance belongs to a particular class, 

given its features. The model learns the relationship between the input features and the binary outcome by estimating 

coefficients for each feature. These coefficients indicate the strength and direction of the relationship between each 

feature and the probability of belonging to the positive class. 

To train a logistic regression model, an optimization algorithm such as gradient descent or Newton's method is typically 

used to find the optimal coefficients that maximize the likelihood of observing the given data. Once trained, the model 

can make predictions for new instances by computing the probability of belonging to the positive class based on the 

learned coefficients and input features. 

In logistic regression analysis, assessing the reliability of the model is crucial following the estimation of coefficients. 

A common method for evaluating the model's fit is the Chi-Square test, which utilizes the log likelihood function. This 

test examines whether all logit coefficients, except for the constant term, significantly differ from zero. The -2LogL 

statistic, derived from the likelihood function, is employed to test both the null and alternative hypotheses. 

Once the model's significance has been assessed, the next step involves testing the significance of individual variables 

using Wald and Score tests. Additionally, the goodness-of-fit model is examined to understand how well the model 

describes the response variable. Finally, after calculating Zi values and classifying the units, the success rate of 

classifying Pi values is determined by computing the antilog of Zi. This comprehensive approach allows for a thorough 

evaluation of the logistic regression model's performance. 
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K-NN  

K-Nearest Neighbours (KNN) is a popular non-parametric classification algorithm used in machine learning. It is 

widely employed for both classification and regression tasks due to its simplicity and effectiveness. KNN operates on 

the principle of similarity, where instances are classified based on their similarity to neighbouring instances in the 

feature space. 

In KNN, the value of k, a hyperparameter, determines the number of nearest neighbours used for classification. When 

making predictions for a new instance, KNN calculates the distances between the new instance and all instances in the 

training dataset. The � nearest neighbours are then selected based on these distances. 

Classification with KNN involves a majority voting scheme, where the class label that occurs most frequently among 

the � nearest neighbours is assigned to the new instance. For regression tasks, KNN computes the average (or weighted 

average) of the target values of the � nearest neighbours to predict the target value for the new instance. 

One of the key advantages of KNN is its simplicity and intuitive nature. Additionally, KNN does not require training a 

model on the entire dataset, making it particularly useful for large datasets or datasets with high dimensionality. 

When dealing with new incoming data in K-Nearest Neighbours (KNN) classification, the selection of the K value is 

prioritized. To ensure balanced voting and prevent ties, it is advisable to choose an odd value for K. Various distance 

metrics, such as Cosine, Euclidean, and Manhattan distances, are commonly employed in calculating distances between 

instances. 

In scenarios with abundant training data, KNN classification tends to yield higher success rates. Moreover, KNN 

demonstrates robustness in handling noisy datasets. However, alongside these benefits, certain drawbacks exist. 

Notably, the specific distance measure used during distance calculation may not be precisely defined. Additionally, the 

computational overhead involved in calculating the distances between the test sample and the training samples can be 

considerable. 

 

III. INDUSTRY USE CASES OF MACHINE LEARNING 

Machine learning finds applications across various industries, utilizing its capabilities to uncover insights, streamline 

processes, and foster innovation. Below are several instances illustrating its wide-ranging use: 

Healthcare: Machine learning is reshaping healthcare by facilitating predictive analytics for disease diagnosis, treatment 

planning, and patient monitoring. It enables personalized medicine, medical imaging analysis, drug discovery, and 

clinical decision support systems. 

Finance: Within the finance sector, machine learning algorithms play pivotal roles in fraud detection, credit risk 

assessment, algorithmic trading, and customer segmentation. These applications bolster security measures, refine 

investment strategies, and enhance customer satisfaction. 

Retail: Retail establishments harness machine learning to elevate customer experiences, optimize pricing strategies, and 

streamline supply chain management. Common applications include recommendation systems, demand forecasting, and 

inventory management, driving both sales and operational efficiency. 

Manufacturing: Machine learning revolutionizes manufacturing operations by enabling predictive maintenance, quality 

control, and supply chain optimization. Predictive analytics anticipate equipment failures, minimizing downtime and 

boosting productivity. 

Transportation: In the transportation sector, machine learning powers route optimization, predictive maintenance of 

vehicles, and demand forecasting. Autonomous vehicles leverage machine learning algorithms for navigation and 

obstacle detection, improving efficiency and safety. 

Marketing: Marketers leverage machine learning for customer segmentation, sentiment analysis, and personalized 

marketing campaigns. By analysing vast datasets, machine learning algorithms uncover trends, preferences, and 

behavior patterns, enabling targeted marketing efforts. 

Energy: Machine learning algorithms forecast energy consumption, enable predictive maintenance of equipment, and 

optimize energy distribution in the energy sector. Smart grids leverage machine learning to efficiently manage energy 

distribution networks. 
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Telecommunications: Telecommunication companies employ machine learning for network optimization, fraud 

detection, and customer churn prediction. By analysing network data and customer behavior, machine learning 

algorithms enhance service quality and customer retention. 

Agriculture: Machine learning aids agriculture through crop yield prediction, disease detection, and precision farming. 

By analysing environmental data and crop characteristics, farmers optimize resource allocation and improve crop 

productivity. 

Cybersecurity: Machine learning plays a crucial role in cybersecurity by detecting anomalies, identifying potential 

threats, and fortifying network security. Intrusion detection systems leverage machine learning algorithms to swiftly 

identify and mitigate security breaches in real-time. 

These illustrations underscore the extensive application of machine learning across diverse industries, illustrating its 

profound impact on business operations, decision-making, and technological advancement. 

 

IV. CONCLUSION 

Recent technological advancements have significantly integrated machines into our daily lives, facilitating the efficient 

utilization of the vast amounts of data generated across various domains. While traditionally associated with 

engineering and computer science, machines now permeate every aspect of human existence. Forward-thinking firms 

that have embraced and invested in this technology are reaping substantial benefits and achieving success. 

Looking ahead, machines equipped to handle tasks beyond human capability will profoundly impact numerous business 

sectors and individuals. This transformative shift may lead to the obsolescence of some established industries while 

giving rise to new ones. In this evolving landscape, the potency of information technology and machines demands 

careful consideration and strategic planning. 
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