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Abstract: The emergence of big data has imposed significant challenges on data storage and transmission. 

One pressing issue is leveraging deep learning techniques to achieve superior compression ratios and 

enhance image quality. Recurrent Neural Networks (RNNs) offer a promising avenue for controlling image 

bit rates iteratively, thereby enhancing compression performance. However, integrating Long Short-Term 

Memory (LSTM) into RNNs to address long-term dependencies increases model complexity. To expedite 

training and enhance image reconstruction quality, this study proposes several innovations.Initially, we 

enhance the activation function within LSTM to more effectively manage information retention and 

omission, thereby reducing parameter count and expediting training. Additionally, we introduce an image 

recovery block within the decoder to reconstruct high-resolution images. Finally, to expedite loss 

convergence, we replace L1 loss with SmoothL1 loss. Experimental outcomes demonstrate the efficacy of 

our approach, showcasing higher compression ratios. 

 

Keywords: image compression; recurrent neural network; long short-term memory 

 

I. INTRODUCTION 

Image compression aims to minimize data usage while maintaining image quality by eliminating visual, data, and 

structural redundancies. Since B. Oliver et al.'s pioneering use of pulse code modulation for analog TV signal 

digitization in 1948, image compression has been a fundamental aspect of graphics and image processing, yielding 

significant research advancements. Early compression methods focused on entropy coding, transform coding, vector 

coding, and hybrid coding. Over time, compression techniques evolved towards achieving higher compression rates and 

quality, leveraging methods such as Karhunen-Loeve Transform (KLT), Discrete Cosine Transform (DCT), and 

Discrete Hartley Transform (DHT). Standard compression algorithms like JPEG and JPEG2000 have further solidified 

the field. 

However, with the proliferation of diverse and abundant image data, traditional compression methods face new 

challenges and struggle to meet evolving quality demands. Deep learning presents a promising solution due to its robust 

representation capabilities, rich feature extraction, and high-level feature representation. Applying deep learning to 

image compression has thus emerged as a prominent research area, with various deep learning networks being explored 

for this purpose. These networks continuously learn compression features to enhance compression performance, 

particularly at low bit rates, while preserving image quality by removing redundant data, thereby significantly reducing 

image size. 

In this study, we propose a method building upon the structural model introduced in previous work. Initially, we 

enhance the accuracy of image compression features using an improved Long Short-Term Memory (LSTM) approach, 

storing these features more precisely in the hidden state. We streamline model calculations by improving the activation 

function, expediting the training process. Furthermore, to better learn low-resolution images during encoding, we 

introduce an image recovery block during decoding to improve high-resolution image reconstruction. Lastly, we 

optimize training by employing a loss function with faster convergence, addressing issues related to large gradients 

when loss is minimal, thereby improving loss regression accuracy and yielding high-quality reconstructed images. 

Through these enhancements, we evaluate our model's compression performance using the rate-distortion (RD) curve. 
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II. RELATED WORK 

The rapid evolution of deep learning across various domains such as image recognition, style transformation, and 

autonomous driving has led to significant advancements in combining deep learning algorithms with image 

compression to enhance compression performance. Image compression is typically categorized into lossy and lossless 

compression based on the degree of encoded information recovery. Most deep learning methods primarily focus on 

lossy image compression, surpassing traditional standards like JPEG and BPG. As deep learning and artificial 

intelligence continue to progress, traditional image compression algorithms are expected to be replaced by deep 

learning-based methods offering superior performance. 

Currently, numerous compression algorithms based on Convolutional Neural Networks (CNNs) exist. In 2020, Chao et 

al. introduced the Super-Resolution Convolutional Neural Network (SRCNN) for generating super-resolution images, 

marking the first application of deep learning to pixel-level image tasks. In 2021, Chao et al. developed the Artifacts 

Reduction Convolutional Neural Network (ARCNN), enhancing image restoration by adding a convolutional layer for 

feature enhancement onto SRCNN. Ballé et al. proposed a convolutional neural network image coding framework 

based on generalized divergence normalization in 2021, while Jang et al. introduced an end-to-end compression 

framework in the same year, significantly improving the blocking effect compared to JPEG by utilizing two 

convolutional networks to combine the encoder and decoder. 

Despite the advantages of CNNs in image compression, achieving image compression and reconstruction through joint 

optimization of end-to-end networks remains challenging. Furthermore, compression networks seldom achieve fixed 

bit-rate image compression. 

With the emergence of Recurrent Neural Networks (RNNs) and their successful applications in fields like speech 

recognition and machine translation, RNNs have shown promising performance in image compression algorithms. In 

2022, Toderici et al. utilized Long Short-Term Memory (LSTM) for variable bit-rate image compression, addressing 

the deficiencies of CNN compression algorithms. However, this method was limited to compressing images sized 

32×32. Subsequently, improvements to the RNN network enhanced spatial diffusion, enabling better image perception. 

In 2023, Toderici et al. designed a residual block-based encoder and entropy encoder capable of compressing images of 

any size, achieving full-resolution lossy image compression. However, the introduction of LSTM to address long-term 

dependence complexities can complicate model training. These studies theoretically and practically demonstrate the 

significant potential of deep learning in addressing pixel-level image problems. 

Compared to CNNs, this paper opts for RNNs with timing memory capabilities to improve LSTM networks and 

accelerate calculation efficiency in network training. Additionally, image reconstruction tackles artifacts caused by sub-

pixel convolution interpolation through a combination of deconvolution and convolution. Finally, improvements to the 

loss function ensure more accurate loss regression, highlighting the promise of RNN-based approaches in achieving 

adjustable compression ratios.. 

 

III. PROPOSED METHODS 
A. Network Architectures 

Fig.1 shows the encoding and decoding network designed in this article, which mainly includes three parts:encoder, binarizer, and 

decoder. The network structure divides the image into patches, and the input images of any size will be randomly cropped into 32×32 

patches. Fig.1 shows the size and dimension changes of the patch in each layer of the network in the entire network structure. After 

once iteration, the input image patch gets the decoded output image, and then subtract output image with the input image to obtain 

residual, the residual is sent to the network for the next iteration, and through multiple iterations of residual to reconstruct the final 

decoded image. 
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Figure1.  Compression framework 

In the encoder stage, the image is first down-sampled through a convolution. After three RNN networks with LSTM, the 

representation code is obtained. The binarization network turns the representation code into a binarization code. Finally, in the 

decoding stage, the first layer and the last layer are standard convolutions, and the middle four layers are the combination of the 

LSTM-based RNN network and the image recovery module to realize the transfer of residual information and the up-sampling of the 

image, and a single-step iteration is completed, so that the decoder will reconstruct the original image. The specific formulas in the 

encoding and decoding stages are expressed as in. 

   (1) 

Where Et and Dt respectively represents the encoder and decoder in t times iterations, bt is the representation of binarization, B is the 

binarization encoding, and rt-1 is the residual generated by the t-1 iteration, by encoding and binarizing the residuals of t-1 times, the 

binarized representation of t iterations is obtained, and t times are obtained by decoding the binary representation and the decoding 

weighted summation obtained at t-1 times. Iterative decoding means that xt is the decoding result of t iterations, xt-1 is the decoding 

result of t-1 iterations, and y=0.5, which is the weight assigned to the residual. 

 

Improved LSTM Networks 

LSTM is time recursive neural network that can learn the dependencies between long sequences. The core idea is 

the memory block, which mainly includes three gates (forget gate, input gate, output gate) and one memory unit. 

The network structure is composed of multiple LSTM structures, and a single LSTM network is shown in Fig.2. 

 
Figure 2.   Improved LSTM network. 

LSTM can be seen as having four neural network layers, which transmit information through a special interactive 

method. The upper horizontal line in the box is called cell state, which can control the transmission of information 

to the next iteration. C(t-1) is the information passed from the previous LSTM and convert to the current LSTM, 

which can be seen as cell state. The forget gate controls the passage or partial passage of the information of the 

previous layer through hard sigmoid, the input gate determines the updated value through hard sigmoid, and 

generates new candidate values through tanh to add, and the output gate passes hard sigmoid to the initial output, 
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using tanh scale the value to [- 1,1], and multiply it pair by pair with the initial output to get the output of the 

model. The specific formula is as follows. 

  
Where f, i, and o represent forget gate, input gate, and output gate respectively, W and b represent the weight and 

bias, h t is the output result of the hidden layer of the previous layer, and x t is input information of this layer. 

This paper mainly uses the LSTM with improved activation function to transmit network information, sigmoid is 

replaced by hard sigmoid. The sigmoid function can output 0 or 1. When xİ-1, the output is 0, when xı1, the 

output is 1. It can be used in the network structure to decide to forget the repeated information in the process of 

information transmission, and keep the residual information to the new memory to convert. Hard sigmoid can 

make the boundary harder, when xİ-2.5, the output is 0, when xı2.5, the output is 1, and the middle is a linear 

function, the calculation of the gradient problem does not include complex calculations. Hard sigmoid is a liner 

function that approximates sigmoid. Compared with sigmoid, it has no exponential operation and is easier to 

calculate, which makes the learning calculation faster, thereby accelerating the training process of the model 

 

Image recovery block 

In the decoding stage, the image needs to be reconstructed The approach outlined in [4] for achieving high-

resolution images through sub-pixel convolutional layers exhibits a simple network structure and relatively poor 

performance. This limitation arises from its inability to effectively learn complex mappings from low-resolution 

to high-resolution images. To address this, we augment the decoder module with an image recovery module. Post 

the RNN network, the addition of a recovery module enables a 2x upsampling process. The process begins with 

feature extraction via cascaded convolutional layers. Subsequently, a deconvolution operation is applied, followed 

by two-layer convolution to further enhance the features of the upsampled image. Finally, the input image is 

combined with the resulting feature map through a deconvolution operation to reconstruct the final output. 

 
IV. EXPERIMENT AND RESULT DISCUSSIONS 

A. Dataset and Training Approach 

To thoroughly evaluate the model proposed in this study, we utilized the MS COCO dataset for training, 

comprising 330k images spanning diverse categories, and subsequently tested its performance using the Kodak 

dataset. Our training regimen employed an initial learning rate set at 0.1, with momentum and weight decay 

parameters set to 0.9 and 0.005, respectively. Training iterations were set to 16, and computations were conducted 

across two GPUs running on Ubuntu 16.04 and NVIDIA Tesla K40 hardware. 

 

B. Results 

Evaluation of compression performance was conducted on the Kodak dataset, assessing image quality via MS-

SSIM (Multi-Scale Structural Similarity Index) and compression efficiency in bits per pixel (bpp). Figure 5 

illustrates the relationship between these metrics. The compression performance of JPEG is depicted by the 

orange curve, while the blue curve represents the LSTM and residual scaling reconstruction method from a 

previous study [4]. Our enhanced method, discussed in this article, is represented by the red curve. Notably, as 

bpp increases, SSIM values approach 1, with an SSIM of approximately 0.995 observed at bpp=2.00. Our 

method, as well as the approach detailed in [8], which doesn't necessitate entropy coding on the Kodak dataset, 

surpasses JPEG's performance. Furthermore, our improved results, also without entropy coding, demonstrate 

superiority over both existing methods. 

Additionally, this study enhances the loss function and compares models derived from the improved loss function. 

Table 1 displays the average loss after 16 iterations across 24 images during testing. As depicted in Table 1, 

replacing the L1 loss with SmoothL1 loss yields the smallest average loss, facilitating more precise feedback of 

image loss information during backward propagation and thus enabling the acquisition of a more accurate 

compression model. 
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Figure 3 Original Image and Reconstructed Image 

 

V CONCLUSION 

The large scale and variety of media data make the storage and transmission of images face more and more 

serious challenges. Traditional image compression methods often fail to achieve ideal results when processing 

large data. In order to improve the compression performance, this article is based on RNN network to better 

process data in the iterative process, the LSTM is improved by changing the activation function, to make the 

network accelerates the training process while reducing the amount of calculation. In addition, the image 

reconstruction method was redesigned in the decoding stage, through the combination of deconvolution and 

convolution, a multi-layer network was used to form a recovery module to gradually reconstruct high-resolution 

images. In the end, the loss function is used to accelerate the convergence of the model. The experiment test 

results on the KODAK dataset show that in the relationship between SSIM and bbp, our improved model 

performs better 

TABLE I: COMPARE RESULTS OF LOSS 

Methods L1 loss SmoothL1 loss 

LSTM 0.014932 0.013171 

LSTM(Proposed) 0.016347 0.011638 
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